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Abstract

We present a variant of Newton’s Method for computing travelling wave solutions to bistable lattice
differential equations. We prove that the method converges to a solution, obtain existence and
uniqueness of solutions to such equations with a small second order term and study the limiting
behaviour of such solutions as this second order term tends to zero. The robustness of the algorithm
will be discussed using numerical examples. These results will also be used to illustrate phenomena
like propagation failure, which are encountered when studying lattice differential equations. We finish

by outlining some properties of higher dimensional systems, including a period two bifurcation.



Chapter 1

Introduction

The purpose of this thesis is to present and implement a numerical method to solve families of

bistable differential difference equations of the form

—’Y¢H(f) - C¢/(§) = F(¢(§)a ¢(§ + Tl)a s 7¢(f + TN)7P)~ (11)

Here v > 0 is a fixed parameter, ¢ is an unknown wavespeed, p can be thought of as a detuning
parameter and the diagonal function —F(z,...,,p) is an N-shaped function which depends C'-
smoothly on p. The numbers r; are shifts which may have either sign. The condition v > 0 is a
technical restriction imposed by the numerical method, as we shall discuss later on.

The algorithm we present, was originally proposed by Elmer and Van Vleck in [13]. Our contri-
bution here is to give a detailed analysis of the method. In particular, we shall show that it converges
to a solution of (1.1) and use numerical examples to discuss some of the issues connected to solving
(1.1). In addition, we shall obtain existence and uniqueness of solutions to (1.1) and prove that these
solutions depend C'-smoothly on the detuning parameter p. These results extend earlier results in
[24], where the v = 0 case was treated. To relate this case to our situation where v > 0, we shall
also prove that a sequence of solutions to (1.1) with ~ tending to zero converges to a solution with
v=0.

Equation (1.1) arises naturally when studying so-called lattice differential equations, which are
infinite systems of ordinary differential equations indexed by points on a spatial lattice, such as the

D-dimensional integer lattice Z”. Consider, for example, the infinite system
iij = a(Lpu)ij— f(uij,q), (i,5) € Z? (1.2)
on the lattice Z2. Here f: R x (—=1,1) — R typically is a bistable nonlinearity of the form

flu,q) = (u—q)(u® = 1) (1.3)



for some parameter —1 < ¢ < 1 and Lp is a discrete Laplacian, which could be given either by

(Lpw)ij = (A%u)ij = wig1j + Uio1j + wijp1 +uij-1 — du j, or (1.4)

(Lpu)ij = (A%u)ij = Uit1,j41 + Uit1,j—1 + Uim1,j41 + Uim1,j—1 — U 5.

The discrete Laplacian AT is depicted in Figure
1.1(a) and involves only the nearest neighbours of

a point on the lattice, while A* involves the next

nearest neighbours as illustrated in Figure 1.1(b).

(a) (b)
Figure 1.1: In (a) the discrete Laplacian A" is depicted, while (b) describes A*.

Equation (1.2) with a = h~? arises, for example, when one discretizes the continuous reaction

diffusion equation on R?,

ur = Au = f(u,q), (1.5)

to a rectangular lattice with spacing h. Here the Laplace operator A is given by Au = wgq +uyy. We
shall see in the sequel that away from the continuous limit, i.e., for small values of «, the dynamical
behaviour of (1.2) is quite different than that of its continuous counterpart (1.5).

Travelling wave solutions to the PDE (1.5) have played a crucial role in the analysis of partial
differential equations and have been studied extensively. For example, the classic work of Fife and
McLeod [15] is concerned with solutions to (1.5) of the form u(x,t) = ¢(k - — ct). Here the unit
vector k indicates the direction in which the wave propagates and c¢ is the unknown wavespeed which
has to be determined along with the waveprofile ¢. Upon substitution of this ansatz in (1.5), one

obtains the second order ordinary differential equation

—cg/(§) = ¢"(&) — f(8(€), ), EER. (1.6)

Following this approach, we can also study travelling wave solutions to equation (1.2). Substituting
the travelling wave ansatz u; ;(t) = ¢(ik1 + jko — ct) into (1.2) with AT, we arrive at the differential

difference equation

—cg/(§) = a(P(§ + k1) + D€ — k1) + G(E + k) + d(§ — k2) — 46(€)) — [(6(6). ), (1.7)

which is a special case of (1.1).
The discretisation of partial differential equations away from the continuous limit can be ex-
tremely important when one studies interactions which are nonlocal, i.e., take place at a finite, but

nonzero length scale. A crystal presents a perfect example to illustrate this fact. The ions interact
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Figure 1.2: These figures are polar plots representing the c(0) relation for solutions to (1.7), with
a =1 and cubic nonlinearity f(x,q) = 10x(z—1)(z—q), at different values of the detuning parameter
q. Here 0 indicates the angle of propagation through the lattice, i.e., k = (cos0,sin6). Figure (b) is
Just a magnification of (a) to illustrate the behaviour for small values of the wavespeed ¢ in greater
detail. The solutions were required to connect the equilibrium solutions ¢ = 0 and ¢ = 1, i.e., to
satisfy the limits lime__ oo ¢(§) = 0 and limg_oc ¢(§) = 1. The results were obtained by using the
numerical method discussed in this thesis. For computational purposes, a small term —10°¢" (§)
was added to the left-hand side of (1.7). Notice that for ¢ = 0.80 the wavespeed is almost independent
of the propagation angle 6, while for values of q closer to ¢ = 0.5 this is clearly not the case.

with each other but are situated on a lattice in R3 at finite distances h from one another. To simplify
the model (and the boundary conditions), one often takes the limit & — 0 to arrive at a continuous
PDE like (1.5). However, a lot of information is lost in this process. For instance, a lattice does
not look the same from every angle, hence one expects that travelling wave solutions to (1.2) will
depend on the direction of motion, while in the continuous limit this dependence is obviously lost.
One can immediately see this by comparing equations (1.6) and (1.7) for the travelling wave. The
former is independent of the direction of propagation k, while the latter clearly is not. Numerical
results in this direction can be found in Figures 1.2 and 1.3, where travelling wave solutions to the
discretized reaction diffusion equation (1.2) were computed for different directions of propagation,
k = (cosf,sinf). From the plots of the wavespeed ¢ as a function of the propagation angle 6 the
lattice anisotropy is clearly visible. It is also interesting to see how the choice of the discrete Lapla-
cian Lp affects the spatial structure, which is a further indication of the rich structure that lattice

differential equations possess.

Another example of a property which distinguishes lattice differential equations from their contin-
uous counterparts, is the phenomenon of propagation failure. In the discrete case (1.7), a nontrivial

interval of the detuning parameter ¢ can exist in which the wavespeed satisfies ¢ = 0. This means the
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Figure 1.3: These figures are polar plots representing the c¢(6) relation for travelling solutions to

(1.2) with o = % and discrete Laplacian (Lpu);; = ((ATu);; + (A%u); ;). The nonlinearity was

again given by f(x,q) = 10x(z — 1)(x — q). As in Figure 1.2, (b) is a magnification of (a).

waveform ¢(£) does not propagate and thus the solution w; ;(t) = ¢(ik1 + jka — ct) = ¢(ik1 + jk2) to
(1.2) remains constant in time. This behaviour does not occur for the continuous reaction diffusion
equation (1.5). This phenomenon has been studied extensively in [5], where one replaces the cubic
nonlinearity f by an idealized nonlinearity to obtain analytic solutions to (1.7). For each propagation
angle 6, the quantity ¢*() is defined to be the supremum of values ¢ > 0 for which the wavespeed
satisfies ¢(q,0) = 0. It is proven that this critical value ¢*(6) typically satisfies ¢* > 0, depends
continuously on # when tan@ is irrational and is discontinuous when tan @ is rational or infinite.
Numerical investigations in [13] and the present work suggest that the phenomenon of propagation
failure is not just an artifact of the idealized nonlinearity f, but also occurs in the case of a cubic

nonlinearity. This has recently been confirmed by Mallet-Paret in [26].

It should now be clear that the discrete counterpart (1.2) of the reaction diffusion equation
(1.5) has a much richer structure than the continuous variant. This is why lattice differential
equations are so interesting. At present, models involving lattice differential equations can be found
in many scientific disciplines, including chemical reaction theory [14, 21], image processing and
pattern recognition [9], material science [4] and biology [2]. Early papers on the subject by Chi, Bell
and Hassard [7] and by Keener [20] were followed by many other which developed the basic theory;
see, for example, [5, 8, 16, 18, 19, 22, 24, 29, 31, 32]. The early work by Chi, Bell and Hassard
[7] already contained computations of solutions to lattice differential equations and Elmer and Van
Vleck have performed extensive calculations on equations of the form (1.1) in [10, 11, 12, 13]. In
their early works [10, 11], the nonlinearity f was replaced by an idealized nonlinearity. However,
in [13] they developed a method for arbitrary nonlinearities f, which we further investigate in this

thesis. At present, see [1], they are developing a general purpose numerical solver for functional



differential equations of mixed type, based on the method which we study in this thesis.

Notice that (1.7) contains no second derivative term, while (1.1) does. This second order term
has been introduced to allow us to use a boundary value solver for ordinary differential equations
like COLMOD [6]. This issue is discussed in further depth in Section 6.2. Since the behaviour of
solutions in the singular perturbation limit v — 0 and ¢ — 0 is very interesting, one hopes that if
one chooses the parameter v to be small enough, one will see the generic behaviour associated to
propagation failure. To this end we prove in Theorem 4.3.3 that solutions to (1.1) with increasingly
small v converge to a solution with v = 0. There is also a physical reason to introduce a second
order term in (1.1). Such a term arises naturally if we consider systems which have local as well
as nonlocal interactions and it allows us to perform continuation from systems with a continuous
Laplacian to systems with a discrete Laplacian.

This paper is organized as follows. In Chapter 2 we introduce the general Fredholm theory
developed in [23] for linear functional equations of mixed type. In Chapter 3 basic properties of
solutions to (1.1) are established, including comparison principles which we shall use frequently in
later chapters. Also, a detailed Fredholm result, Theorem 3.5.1, is presented there for a class of
linear differential difference equations.

In Chapter 4, we set out to establish existence and uniqueness of solutions to (1.1). We introduce

the operator G : 1/1/0270O X R x V — L associated to (1.1) and given by

G(9,¢.p)(€) = 79" (€) — c¢'(€) = F($(€), o€ +71).-.., 0§ +7n), p). (1.8)

Solutions to (1.1) correspond to zeroes of G. In the first part of Chapter 4, Theorem 3.5.1 is used
to prove that the Frechet derivative D; G of G, evaluated at a solution (P,c) to (1.1) at some
parameter pg, is in fact an isomorphism from W02 *® x R to L> (Proposition 4.2.6). This allows
us to make a smooth local continuation (P(p),c(p)) of solutions around pp. In the second part of
Chapter 4 we will establish the uniqueness of solutions and prove Theorem 4.3.3, which enables us
to turn the local continuation from the first part into a global continuation. In order to obtain the
existence of solutions we solve an explicit equation of the form (1.1) and use a homotopy of systems
to extend this solution to an arbitrary family (1.1).

In Chapter 5 the algorithm we used is discussed and we prove its convergence to a solution of
(1.1). The algorithm is a modified Newton iteration, which uses the inverse of a linear operator
D »F, where F is closely associated to the operator G, but with a relaxation on the shifted terms.
Our analysis of the method relies heavily on the isomorphism result in Proposition 4.2.6, which can
be extended to the operator D; 2F. In Chapter 6 we use our algorithm to calculate solutions to a
specific family (1.1). The results will be used to illustrate some of the technical difficulties involved
in the application of our method. Considerable attention will be devoted to the phenomenon of
propagation failure and the issue of approaching the solutions in the singular perturbation limit
v — 0 and ¢ — 0. Finally, in the last chapter, we will address some issues connected to the

generalization of the algorithm and theory to higher dimensions.






Chapter 2

Linear Functional Differential

Equations of Mixed Type

2.1 Preliminaries and Notation

In this chapter we present and extend the results obtained by Mallet-Paret in [23] concerning the

linear functional differential equation of mixed type

N
(&) = Y Aj(©x(€ +15) + h©). (2.1.1)
j=0
Linear equations of the form (2.1.1) arise when one considers the linearization of (1.1) around a
particular solution ¢(£). In order to investigate the nonlinear equation (1.1) it will turn out to
be crucial to understand the properties of the associated linear differential difference equation.
Results in this direction will be given in the next section, while in this section we will introduce the
terminology we shall need.

Throughout this chapter we will assume that the complex matrix coefficients A; : J — C4*? are
measurable and uniformly bounded on some (usually infinite) interval J and that the inhomogeneity
h:J — C% is locally integrable. The quantities 7, the so-called shifts, can have either sign. As a
technical restriction we shall assume ro = 0 and r; # r; whenever ¢ # j. For convenience we demand
that N > 1. It should be noted that in this case this is not a restriction on (2.1.1), as we can always
take any matrix coefficient of A; to vanish identically on J. We define the quantities

Tmin =min{r; | j=0...N},

(2.1.2)
Tmax=max{r; | j=0...N}



and observe that rpin < 0 < rpax and ryin < Tmax-

It will be convenient to introduce the function z¢ € C([Fimin, Tmax], C?) defined by z¢(6) = z(£+0)
for @ € [rmin, "max)- This function is called the state of the solution at £&. We can then rewrite equation
(2.1.1) as

2'(€) = L(&)ze + h(§), (2.1.3)

where L(£), for almost every £ € J, denotes the linear functional
N
L(&)o = Z Aj (§)¢(Tj), ORS C([rmim rmaX]a (Cd) (2.1.4)
j=0

from C([rmin, "max), C?) into C?. When the function h is absent, we have the homogeneous system

2'(€) = L(&)we. (2.1.5)

A special case of (2.1.4) occurs when all the matrix functions A;(§) are constants. We then have

the constant coefficient operator

N
Lo(6) = 3 Aj00(r;) (2:1.6)

7=0
and the homogeneous constant coefficient system

ﬂil(f) = Lol‘g. (217)

Definition 2.1.1. A solution to equation (2.1.3) on an interval .J is a continuous function x : J# — C¢,

defined on the larger interval
J# ={6+0 &€ and 6 € [Fmin, Tmax } (2.1.8)

such that x is absolutely continuous on J and satisfies (2.1.3) for almost every £ € J. O

From now on we shall assume J = R, unless explicitly stated otherwise. Throughout this thesis
we shall use the shorthand L? for the space LP(R,C?) of LP vector-valued functions on the line and

assume that 1 < p < co. We also define the spaces

WhP={f € LP | f is absolutely continuous and f’ € LP},

(2.1.9)
W2P={f € LP | f is absolutely continuous and f’ € WP} .

If X is a Banach space, then we shall denote the norm of an element € X by |z| 5, or more
shortly ||z|| when the underlying space is obvious. If also Y is a Banach space and T: X — Y is a
bounded linear operator, then we denote the operator norm by ||T'||. We will refer to the kernel and

range of T respectively by
KT)={ze X |Tx=0}, R(T)={ye€Y |y=Tx for somez € X}. (2.1.10)

We recall that T is a Fredholm operator in case



o the kernel K(T') C X is finite dimensional;
e the range R(T) C Y is closed; and
e R(T) has finite codimension in Y.

For such an operator the Fredholm index is defined to be the integer
ind(7T) = dim K(T') — codim R(T). (2.1.11)

Associated to the homogeneous equation (2.1.5) we have the linear operator Ay : WP — LP
defined by

(Arz)(§) = 2'(§) — L(§)ze. (2.1.12)
Using the assumption that the coefficients A;(§) are uniformly bounded, one sees that A is indeed

an element of L? if 2 € WP and that Ay is a bounded linear operator from WP into LP.

The adjoint equation of (2.1.5) is the equation

y'(€) = L™ (€)ye. (2.1.13)
in which
N
Z - TJ Tj)v d) € C([_Tmaxa _Tmin]a (Cd)y (2114)
§=0
with A;(§ — r;)* denoting the conjugate transpose of the matrix A;(§ —r;). We define the adjoint
operator A} of Aj to be

(AL)E) = —y'(©) + L™ (E)ye, (2.1.15)
that is, A7 = —Ap-. Indeed, using partial integration it is easy to verify that
where (,) denotes the standard inner product (z,y) f_ &)d¢.

Associated to the constant coefficient system (2.1.7) is the characterlstic equation, given by
det A, (s) =0, (2.1.17)

where Ap, called the characteristic function, is given by

Ap,(s) = sI — ZAJOe (2.1.18)

We recall that a number A € C is an eigenvalue of the constant coefficient system (2.1.7) if and only if
it satisfies the characteristic equation, i.e., det Az, (A) = 0. Elementary solutions y(¢) of the constant
coefficient system (2.1.7) corresponding to the eigenvector A can be written as y(£) = e p(€), for

some R? valued polynomial p. We will also refer to these solutions as eigensolutions.
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Definition 2.1.2. The constant coefficient system (2.1.7) (or more simply Lg) is hyperbolic in case
det Ap, (i) #0 (2.1.19)

for all n € R, i.e., there are no eigenvalues on the imaginary axis. O

We shall often write the operator L(£) in (2.1.4) as a sum
L(§) = Lo + M(¢) (2.1.20)

of a constant coefficient operator Lo and a perturbation operator M (€) : C([rmin, "max], C*) — C4,

given by
N

M(€)d=>_ Bi()d(& +1)). (2.1.21)

=0

We shall be specially interested in cases where M (€) vanishes as £ — £o0.

Definition 2.1.3. The system (2.1.5) (or more simply L) is asymptotically autonomous at +oo if
there exist Lo and M as in (2.1.20), for which

élim IM(&)] = 0. (2.1.22)
In this case of course
glim Aj(f) = Aj70, 0 Sj < N (2123)

and (2.1.7) is called the limiting equation at +o0o. If in addition this limiting equation is hyperbolic,
then we say that (2.1.5) is asymptotically hyperbolic at +oco. These concepts are defined analo-
gously at —oo. If (2.1.5) is asymptotically autonomous at both +oo, then we say that (2.1.5) is
asymptotically autonomous. Similarly, if (2.1.5) is asymptotically hyperbolic at both oo, then we

say that (2.1.5) is asymptotically hyperbolic. O

2.2 Fredholm results for Aj

In this section the three main theorems from [23] concerning the operator Ay are stated. Also two
important results concerning the asymptotic behaviour of solutions to (2.1.3) are included.

The first result states that the linear operator Ay associated to asymptotically hyperbolic equa-
tions is a Fredholm operator and relates the kernel and range of Ay, to those of the adjoint operator
A7
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Theorem 2.2.1 (The Fredholm Alternative [23, Theorem A] ). Assume the homogeneous
equation (2.1.5) is asymptotically hyperbolic. Then for each p with 1 < p < oo, the operator A, from
WP to LP is a Fredholm operator. The kernel KY C WP of Ay, is independent of p, so we write
KY = Kr, and similarly K% . = K- for the kernel of the operator Ap« associated to the adjoint L*.

The range RY, C LP of Ay, is given by
RY = {h cL”| /:)O y(€)h(&)de =0 for all y € /cL*} . (2.2.1)
In particular,
dim Kz = codimR?, dim Ky = codimRY., ind(Ap) = —ind(Az+), (2.2.2)

where ind denotes the Fredholm index. Finally, when L = Lo is a hyperbolic constant coefficient

operator (2.1.6), we have
codimRp, =0, dimKr, =0, ind(Az,) =0 (2.2.3)
and so A, is an isomorphism.

Theorem 2.2.2 (The Cocycle Property [23, Theorem B] ). Assume the homogeneous equation
(2.1.5) is asymptotically hyperbolic. Then the Fredholm index of Ap depends only on the limiting

operators Ly, namely the limits of L(€) as & — +oo. Denoting
ind(Ar) =1(L_,Ly), (2.2.4)
we have that
1(Ly, Lo) +1(La, Lg) =1(L1, L3) (2.2.5)
for any triple L1, Lo, L3, of hyperbolic constant coefficient operators.

The next theorem provides an effective way of calculating the Fredholm index of the operator A,
in terms of the crossing number, which roughly is the difference between the number of eigenvalues
crossing the imaginary axis from right to left and the number of eigenvalues crossing from left to

right, along any generic homotopy which takes the limiting system at —oo to the one at oo.

Theorem 2.2.3 (The Spectral Flow Property [23, Theorem C] ). Let L{, for -1 < p <1,

be a continuously varying one-parameter family of constant coefficient operators (2.1.6) and suppose
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the operators Ly = LOil are hyperbolic. Further suppose that there are only finitely many values

{p1,p2,- - ps} € (=1,1) (2.2.6)

of p for which LY is not hyperbolic. Then
1(L_, L) = —cross(L”), (2.2.7)

in which cross(LP) is the net number of eigenvalues of (2.1.7) which cross the imaginary axis from
left to right as p increases from —1 to +1.

To define cross(L”) more precisely, fix any p; as in (2.2.6) in the statement of Theorem 2.2.3
and let {Aj)k}kK:jl denote the eigenvalues of the corresponding constant coefficient systems (2.1.7),
with Ly = L{’, on the imaginary axis, Re\;r = 0. We list these eigenvalues with repetitions,
according to their multiplicity as roots of the characteristic equation. Let A; denote the sum of
their multiplicities. For p near p;, with £(p — p;) > 0, this equation has exactly M; eigenvalues
(counting multiplicity) near the imaginary axis, M J»Li with Re A < 0 and M f’i with Re A > 0, where
M ]-Li + M JRi = Mj. The net crossing number of eigenvalues at p = p; is thus M JR+ - M JR‘. We

can now define
J

cross(LP) =y (M — M), (2.2.8)

j=1

The next proposition will turn out to be extremely useful when obtaining asymptotic estimates
on solutions to (1.1). It enables us to turn the detailed information about the eigenvalues of (2.1.5)
which we shall obtain for our class of differential difference equations into very precise statements

concerning the decay rate of our solutions.

Proposition 2.2.4. Let x : J# — C? be a solution to equation (2.1.5) on the interval J = [r,00)
for some T € R. Assume that (2.1.5) is asymptotically autonomous at +oo, with L written as in

(2.1.20). Also assume for some real number a and some positive number k > 0, that
z(€) = 0(e™ ), M)l =0(e™™), € oo (2.2.9)
Then either
e there exist b > a and € > 0 such that
2(€) = y(§) + O(e™*9%), ¢ — o0, (2.2.10)

where y is a nontrivial eigensolution of the limiting equation (2.1.7) corresponding to the

nonempty set of eigenvalues with Re A = —b; or else
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e for each b € R we have that

lim e*z(&) = 0. (2.2.11)

E—o0

This final proposition shows that solutions to (2.1.5) decay exponentially. Note that it is not
required here that the coefficients A;(€) approach their limits exponentially fast.

Proposition 2.2.5. Assume that equation (2.1.3) is asymptotically hyperbolic at +oo. Then there
exist positive quantities K, K' and a such that for all pairs of functions x € WP and h € LP which

satisfy Apx = h, the estimate
()] < K™ ||z]| oo + K" [|Bl| (2.2.12)

holds for all £ > 0.

2.3 One Dimensional Systems

Up to this point all of the theory has been presented for systems. We will now specialize the Fredholm

results to the case at hand, which is the scalar equation

=" (§) = c'(§) = L(§)ze + h(§), (2.3.1)

where v # 0 and L(€) is again defined by

N

L(&)¢ =Y A;(€)(r)). (2.3.2)

=0

Here z, A; and h represent real valued functions, i.e., we take d = 1 in the terminology of the
previous section. Note that in this section we also allow negative values of ~.

In the homogeneous case (2.3.1) reduces to

—yz"(§) — ca’ (&) = L(§)we. (2.3.3)

The linear operator A, : W2 — L associated to (2.3.1) is given by

(Acr,L(@))(§) = 2" (&) — ex’(€) — L(&)e. (2.3.4)

We define the adjoint operator A% ;: W* — L> to be

(A2 L)) (&) = =" (&) + (&) + L™ ()ye. (2.3.5)
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We note here that the results in Section 2.2 do not apply directly to the operators A, ; and

A*

e, However, in Proprosition 2.3.1 we shall embed the second order equation (2.3.3) into a

first order two-dimensional system which is covered by the theorems in Section 2.2. By comparing

solutions of (2.3.3) to solutions of the corresponding two-dimensional system, we can establish that

*

all the results in Section 2.2 also hold for the operators A. , r and A7 /.

This embedding will also immediately allow us to read off how hyperbolicity should be defined

in the current setting. We shall see that in the constant coefficient case, where (2.3.3) reduces to

—ya"(€) — ex' (€) = Loa, (2.3.6)

for some constant coefficient operator Lo given by (2.1.6), the characteristic function corresponding
to (2.3.6), which is now a scalar, is given by

N

Acyo(s) = =78 —cs =Y Ajoe™i. (2.3.7)
7=0

Correspondingly, we say that the constant coefficient equation (2.3.3) with L = Lg is hyperbolic if

Acpy,Lo(in) # 0 (2.3.8)
for all n € R. With this definition it is clear what is meant by the notion of asymptotic hyperbolicity
in the present setting.

Proposition 2.3.1. Assume the homogeneous equation (2.3.3) with v # 0 is asymptotically hyper-
bolic. Then all the results in the statement of Theorems 2.2.1, 2.2.2 and 2.2.3 hold for the operator
Ac .1, with the convention that the adjoint of this operator is given by (2.3.5) and the function 1(,)

defined in Theorem 2.2.2 also depends on the parameters ¢ and .

Proof. Consider the first order homogeneous system

(2.3.9)
25(€) = ~LL(E)(w1)e — £ (6,

and let JNXCML be the corresponding operator from W?(R,R?) to LP(R,R?). First note that the
characteristic equations (2.1.17) for the limiting systems of (2.3.9) are equivalent to the characteristic
equations A, . = 0, with Ac, r, given by (2.3.7). Thus, we see that the system (2.3.9) is

asymptotically hyperbolic. The adjoint equation of (2.3.9) is given by

(€)= =3 L () (y2)e
Y2(€) = —y1 + Sy

(2.3.10)
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Writing K;mL for the operator corresponding to (2.3.10), we see that also this system is asymptoti-
cally hyperbolic, allowing us to apply Theorem 2.2.1 to conclude that A.. ., and 7\;7, 1, are Fredholm
operators. Now suppose that = (z1,22) € IC(T\C77,L). It is then immediately obvious from (2.3.9)
that in fact z; € W2P(R,R), as f = x5. Furthermore, we see that x; is a solution to (2.3.3).
Conversely, supposing z € W2P(R,R) is a solution to (2.3.3), we have that (z,z’) is an element
of the kernel IC(KC,%L). This gives us K(A¢ 1) = IC(/N\C,%L), under the map y — (y,%’) and thus
proves that the kernel K(A.,z) is finite dimensional. Now suppose that y = (y1,92) € IC(K;%L).

It follows immediately from (2.3.10) that yo satisfies the adjoint equation

=75 (&) + cy5(&) + L7 (§y2(§) = 0. (2.3.11)

This means that we also have the isomorphism

K7, L) = KAL), (2.3.12)

(S8

under the map y — (—y' + %y,y)
Shifting our focus onto the range R(/NXCML), suppose that z = 7&07%Lv for some v = (v1,v2),
which satisfies vj = vo. It is obvious that 21 = 0 and in addition Theorem 2.2.1 implies the identity
/ z(§)y(€)dE =0 (2.3.13)
for all y € K(K;)V,L). In particular, using 1 = 0 and the isomorphism (2.3.12), this means
| aleweric=o (2314)
for all w € K(AX

¢y, L
ye IC(AZW,L

). Conversely, suppose that a function z € LP(R,R) satisfies (2.3.14) for all

). Then it follows that (0,z) € R(/N\C,%L) and thus also z € R(A¢~,1). From this, the
claims about the range R(A. -,z ) immediately follow. This establishes all the claims of Theorem 2.2.1
for the operator A. . In addition, as ind(A¢~.z) = ind(/N\C,%L) and the characteristic equations of
the two operators are the same, we see that the claims in Theorems 2.2.2 and 2.2.3 also hold for the
operator A¢ . O

We remark here that it is now easy to see that Propositions 2.2.4 and 2.2.5 also hold for solutions
to (2.3.3).
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Chapter 3

Preliminary Results on Scalar

Equations

The aim of this chapter is to provide some basic results on a special class of scalar differential
difference equations, which will be used frequently throughout later chapters. We will mainly be
concerned with linear equations (2.3.1), where the coefficients A;(¢) for the shifted arguments,
j = 1...N, satisfy some positivity or negativity condition. These conditions are satisfied by the
systems which arise when linearizing (1.1) around solutions; thus the results developed here will
turn out to be useful in that context. We shall also briefly be concerned with nonlinear equations in
Section 3.3, where we use the results developed for linear systems to provide a number of comparison
principles for nonlinear equations. In Section 3.1 we use a rescaling argument to rule out the
existence of positive solutions to (2.3.1) which decay faster than exponentially. The ideas developed
in this section will be further exploited in Sections 3.2 and 3.3, where comparison principles will be
established for linear and nonlinear equations. Finally, in Sections 3.4 and 3.5 we shall establish
asymptotic hyperbolicity for our class of linear equations (2.3.1) and prove the main theorem of this
chapter. This theorem gives conditions under which the linear operator A. ., 1 associated to (2.3.1)

is a Fredholm operator with a one dimensional kernel.

3.1 Superexponential Decay

In this section, we will show that the linear equation (2.3.3) admits no positive solutions which decay

faster than exponentially, under appropriate conditions on the coefficients. This is especially useful

17
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in combination with Proposition 2.2.4, as in the absence of superexponentially decaying solutions
this Proposition allows us to obtain asymptotic descriptions of the solutions to (2.3.3). We first
define exactly what we mean by solutions that decay faster than exponentially.

Definition 3.1.1. Let z : J — R be a continuous function on the interval J = [r,00) for some

7 € R. Then we say « decays superexponentially or has superexponential decay at +oo if

lim e*2(¢) =0 (3.1.1)

§—00
for every b € R. We define superexponential decay at —oo analogously. We will drop the distinction
7at +o0” if this is clear from the context. Functions decaying superexponentially are often also

called small solutions. O

We shall consider equation (2.3.3) on an interval J = [7,00) and assume that the coefficients are
bounded according to

We now introduce two conditions on the linear equation (2.3.3), which concern the bounds in (3.1.2).

Assumption 3.1.1. The lower bounds o in (3.1.2) satisfy
a; >0, 1<j<N. (3.1.3)
In addition, if ag < 0 we have the strict inequality
2 > 4yay. (3.1.4)
Assumption 3.1.2. The upper bounds 3; in (3.1.2) satisfy
B; <0, 1<j<N. (3.1.5)
In addition, if By > 0 we have the strict inequality

% > 4vfo. (3.1.6)

Note that Ap(£) may have either sign.

We remark here that we shall use the result established in the next lemma only in the case where
~v > 0 and Assumption 3.1.1 holds. However, an analysis of the operator A., r which is deeper
than the one we give here is required for a more thorough analysis of the algorithm. The absence
of superexponentially decaying solutions will then turn out to be crucial, which is why the result is

established for the general case. See Remark 5.3.1 for further details.
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Lemma 3.1.1. Let x : J# — R be a solution to (2.3.3) on J = [r,00) for some T € R, with v # 0.
Assume further that x(€) > 0 for all £ € J#, that the coefficients are bounded according to (3.1.2)
and that either Assumption 3.1.1 or 3.1.2 holds. Then

lim e®z(¢) =0 (3.1.7)

E—o0
cannot hold for every b € R unless x(§) = 0 identically for all € > 7+ R, for some R > 0. The

analogous result for J = (—o0, 7] also holds.

Proof. Throughout this proof we shall assume v > 0, as the case v < 0 can be handled by multiplying
by -1 and switching the assumption on the coefficients. Without loss we shall also assume J = [r, 00),
as the case of J = (—oo, 7] can be treated by a change of variables ¢ — —¢. For convenience, we
introduce the quantity &y = min (o, % —¢), where € > 0 is an arbitrary number.

We start out by noting that we can rescale equation (2.3.3) by defining y(&) = ez (€), where A
can be chosen appropriately. It is easy to see that y(§) satisfies the following differential difference

equation
N
y'(€) = @A = D)y (©) = MA— D)) = = 3 A, e y(e + 1)), (3.L8)
0 Y =

First assume that Assumption 3.1.1 holds. Then, because also y(£) > 0 for all £ € J#, we have

the inequality

" Cc, & [e7s)
Y€ < (A= D))+ (= - 7)y@. (3.1.9)
Now choosing A = % we obtain
y"(€) < By(§), €, (3.1.10)

in which B = % — % > 0. Due to Lemma A.1, we have that for arbitrary &, € J,
y(&) < CyeVBEE) | CpeVBEG) (3.1.11)

holds for all £ > &;. The coefficients C;7 and C5 in this expression are given by

C1 = 535 (v (60) + VBy(&0) ).
Co = 535 (— v'(€0) + VBy(%)).

From the nonnegativity of y(£) we see that we must have C; > 0, as otherwise (3.1.11) would imply

(3.1.12)

that y(£) < 0 for sufficiently large . From this we conclude

Y (&%) > —VBy(&), &€, (3.1.13)
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which immediately implies that y(£) and hence x(§) cannot have superexponential decay.
We now consider the case in which Assumption 3.1.2 holds. Assuming that z(£) decays superex-
ponentially, we set out to find a contradiction. As before, we define y(¢) = e*¢x(£). Again, because

y(€) > 0 for all £ € J#, we obtain the inequality

y'(§) = (2A - g)y’(ﬁ) + ( — A\ - ;) —~ —)y(f), ce (3.1.14)

Choosing A = %, this inequality becomes

y"(€) > By(¢), €€, (3.1.15)
in which
_ ¢ Bo
B_4—72—7. (3.1.16)

Due to the assumption that ¢? > 4y, whenever By > 0, we see that B > 0 holds. As above, we

may now conclude that for all £ > &, where & € J is arbitrary,
y(€) > CreYBE—8) 4 Cye=VBE0), (3.1.17)

in which Cy and Cy are again given by (3.1.12). By the definition of superexponential decay we see

that lim¢_.o y(§) = 0, which means that we must have C; < 0. This in turn implies
y' (&) < —VBy(&), & € J. (3.1.18)

A direct consequence of this fact is that y/'(£) < 0 for all £ € J.
First consider the case that 7; > 0 for j = 1...N. Due to the fact that y(¢) is non-increasing,

we can deduce

2

N
1 1 c
" ~ — 27
O < | S - ta -1 S aeE | e, (3.1.19)
4?2y 8 ; !
g <0
Since the term between brackets in the above equation is strictly positive, the inequality (3.1.13)
follows as before, contradicting the superexponential decay of y(£) and hence that of z(§).

We now treat the case that r; < 0 for some j € {1,..., N}. From (3.1.18) we see that

y(&) < ——=y'(§), e (3.1.20)

1
VB
Now define

2(€) = e (€) = e VEyY(€), (3.1.21)
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where p will be chosen appropriately. Observe that we have

2(€) = et VY () + (1 — N)elMey(g)
< et=NE(—V/By(€)) + (n — N)etr My () (3.1.22)
= (p—2=VB)2(9),

from which it immediately follows that when p < A,
2§ < (n=A—VB) (), ted (3.1.23)

Now define € = max {|r;| | r; < 0} and fix & > 7+ 2e. When p < A, we see from (3.1.22) that
z(§) is nonincreasing, which allows us to conclude that z(€ +r;) < 2(§&1 — 2¢) when & —e < & < &

Referring back to the scaled equation (3.1.8), we see that when &; — e < £ < &, we have

2O < @u-9ZO+ (—nln—9) ~tag -1 T age)a(6 - 20)
%<0 (3.1.24)
—(% P aje””")Z(é“)

a; <0

and thus using (3.1.23),

2"(§) < DZ'(§) + Cz2(&1 — 2¢),

C=—plp—2)—sa0— 2 3 aje ",

<0 (3.1.25)
;<0
D=2p—2- %(,u— A—+VB)! Z;l)ozje_‘”’j.
a; <0
We can rewrite (3.1.25) as
!/
(e*sz'(g)) < e DECz (g — 2e). (3.1.26)
Integrating this from &; — € to & we obtain
1
e P (&) — e PO (6 —€) < C2(&1 - 26)(—5)(5135 — e~ D=9, (3.1.27)

Discarding the second term on the left, which is positive by (3.1.18), and integrating from &; — € to

&1, we get

1

2(&1) — 2(& —€) < —%C’(e — B(eD6 — 1))2(51 — 2¢). (3.1.28)

Dropping the first term on the left, we arrive at

2(& —€) > %C(e - %(QDE — 1))z({1 — 2¢). (3.1.29)
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From (3.1.25) and the fact that for € > 0

: 1 De _
DErilm B(e —-1)=0, (3.1.30)

we easily see that there exists p* < min(0, A) such that C,, < 0, D,, < 0 and

e — 5(ePc—1) > 0 when p < p*. Here we have made the p dependence C = C,, and D = D,,
explicit. Thus fixing p = p*, we obtain from (3.1.29)
2(&1 —2¢) < C"2(& —€), C" >0, (3.1.31)
where {; > 7 + 2¢ is arbitrary. We now see that when r; <0,
€ +7) S 26— ) < C2(E) (3.1.32)
holds for all £ > 7 + €. This gives us the inequality

y(E+ 1) < C"y(§) (3.1.33)

for r; < 0, where C"" = C”e(*=#7"i > (. Finally, we have

y"(§) < By(§) (3.1.34)
for all £ > 7 + ¢, where
po & 11 S aemC" 4+ Y age (3.1.35)
:———ao—— ae"{ ae’y s 1.
R A (- =
aj <0 aj <0
from which we obtain a contradiction to the superexponential decay of y(§). O

3.2 Comparison Principles

The following two lemma’s will turn out to be crucial in establishing comparison principles for
solutions to the homogeneous and inhomogeneous differential difference equations (2.3.3) and (2.3.1)
respectively. The rescaling argument introduced in the proof of Lemma 3.1.1 will again be used to
establish the claims.

Lemma 3.2.1. Let x : J#* — R be a solution to (2.3.3) on J = [r,00) for some T € R, with v > 0.
Assume further that x(€) > 0 for all € € J#, that the coefficients are bounded according to (3.1.2)
and that the positivity assumption 3.1.1 holds on the coefficients. Then if (o) = 0 for some &y € J,
we have x(§) =0 for all £ > &.
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Proof. From the proof of Lemma 3.1.1, we see that y(§) = eigx(f) > 0 satisfies
y(€) < CreVBE) 4 ChemVBE&) (3.2.1)

for some B > 0 and all £ > &y. The coefficients C;7 and C5 in this expression are given by

C1 = 335 (v/(€) + VBy(&) ).

(3.2.2)
Ca = 322 (— /(&) + VBy(&)):

Noticing that y(£y) = 0 and y' (&) = 0 (as we cannot have y'(§p) # 0 because y(§) > 0 on J ), we

see that

y(§) <0, &> &. (3.2.3)

This immediately gives us y(§) = 0 for all £ > &, as desired. O

Lemma 3.2.2. Let z : J# — R be a solution to (2.3.1) on J = [r,00) for some T € R, with
v>0and h: J — R a continuous function satisfying h(§) > 0 for all £ € J. Assume further that
x(€) >0 for all ¢ € J#, that the coefficients are bounded according to (3.1.2) and that the positivity
assumption 3.1.1 holds on the coefficients. Then if x(£o) = 0 for some & € J, we have x(§) =0 for

all & = &o-

Proof. In the inhomogeneous case we can also rescale equation (2.3.1) by defining y(¢) = e*x(€).

It is easy to see that y(&) satisfies the differential difference equation

N
c c 1 . 1
Y'(€) = A=)y () = AA = D)y(&) — = D Aj(€)e Miy(€ + 1) — —h(§)e. (3.2.4)
g g (s g
Choosing A = % and using the fact that h(§) > 0, we can again write
y"(€) < By(), {eJ (3.2.5)
for some B > 0. We can now proceed as in the proof of Lemma 3.2.1 to prove the claim. O

3.3 Basic Properties of Nonlinear Equations

In this section, our focus shifts to nonlinear differential difference equations of the form

—yz" (&) — ca' (&) = G(ﬁ, (&), x(E+r1),...,x(E+ rN)). (3.3.1)
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In the automatous case we write

—ya"(§) — e’ (§) = F(x(&),2(§ + 1), ..., 2§ +7n)). (3.3.2)

We require v > 0, r; # r; when ¢ # j and r; # 0. We also require the presence of at least one shifted
argument, i.e., we take N > 1. However, some results in this section can be easily seen to hold for
N = 0 as well, in which case (3.3.1) is just an ordinary differential equation. For convenience we

will set 79 = 0 and define the quantities

Tmin = min{r; [ j=0...N}, (3.3.3)
Tmax=max{r; | j=0...N},

which will be used in the proofs below.
Two crucial assumptions on G and F' will be required to hold at several places. The assumptions
are stated for the function G, but can of course also be applied to the function F in the automatous

case, as this is just a special case of (3.3.1).

Assumption 3.3.1. The function G : RxRN*! — R, written as G(&,u), where u = (ug, uy, ..., uy),

is continuous and locally Lipschitz in u.

Assumption 3.3.2. For every £ € R we have that

g%(5’—@>0,ueRN‘H,1§j§N. (3.3.4)
j

The following lemma roughly states that solutions to (3.3.1) are uniquely specified by their initial

conditions.

Lemma 3.3.1. Assume that Assumptions 3.3.1 and 3.3.2 both hold. Let z; : J — R for j = 1,2
be two solutions of equation (3.5.1) with the same parameters ¢ and v on some interval J. Assume

that

21(§) = 22(8), T+ rmin <& ST+ Pmax, (3.3.5)

for some T € J for which [T + Tmin, T + max] C J. Then

21(§) = w2(€), e T (3.3.6)

Proof. We shall only prove that

21(€) = 22(€), £ € (=00, 7 + Fmax] N JF, (3.3.7)
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as the statement can be proved analogously for the case & € [T + rmin, 00) N J7.

We start out by noting that the set J# is an interval, as J contains a closed interval of length
Tmax — Tmin- With z1(§) and z2(§) as in the statement of the Lemma, assume that (3.3.7) fails.
Then there exists 79 € (—00,7 + Tmin] N J# such that z;(£) = x2(€) for all € € [70, T + Tmax], but
that for every € > 0 we have x1 (&) # z2(¢) for some ¢ € (19 — €,7) N J#. Note that 79 € J# is not
the left-hand endpoint of J #, hence 79 — rmin € J is not the left-hand endpoint of J.

Consider the case ryin < 0 and suppose that ryin = 75, < 0 for some 1 < jo < N. Consider
equation (3.3.1) for & € (19 — rj, — €, 79 — 1j,) = I, where € > 0 is chosen so small that £ +7; > 79
when & € I and j # jo and also that I C J. Then we have z1({+7;) = z2(+1;) for £ € I whenever
j # jo. Because both x1(§) and z2(§) are twice differentiable and I has a non-empty interior, we

also have 2 (&) = 24(&) and 27 (&) = 24(&) for £ € I. From (3.3.1) we now see that for £ € I we have

G(gairl(g)axl(g—’—rl)w' .7£C1(§+T'j0),. o 7x1(€+TN))
= G(gaxl(g)axl(g—’—rl)w' '7$2(§+Tj0)7' o 7x1(§+rN))'

The strict inequality of the derivatives, guaranteed by Assumption 3.3.2, implies that we must also

(3.3.8)

have x1(§ 4 7j,) = x2(§ + 7, ), which contradicts the definition of 7.

Now suppose that iy > 0. Then equation (3.3.1) is an advanced functional differential equation,
which can be converted into a delay differential equation by changing variables £ — —¢. Solutions
of such equations are unique in the backward direction, see for example [17], and thus, by regarding

(3.3.5) as an initial value for such a problem, we immediately obtain (3.3.7). O

Remark 3.3.1. In the case of an ordinary differential equation, where N = 0, the above lemma
continues to hold if one adds the condition ' (1) = x4(T) in the statement of the lemma. Indeed, one
sees immediately that, due to the Lipschitz Assumption 3.3.1, equation (3.3.1) has a unique solution
in the backward and forward direction if an initial condition x(7) and x'(7) is specified.

Suppose that z; and x5 are both bounded solutions of the nonlinear automatous differential
difference equation (3.3.2) with the same parameters ¢ and v, where v > 0. Then the difference
y(&) = x1(€) — 22(&) satisfies the linear equation (2.3.3) with coefficients

[ OF(u)

A;(6) =
J (6) 0 auJ

dt. (3.3.9)
u=tm(z1,£)+(1—t)7(z2,£)

Here 7 is the state projection

w(¢,€) = ($(€ +r0),- ... D€ +rn)) € RV (3.3.10)
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This can be seen by using the formula

VAP (tv + (1 — t)w, p) N/ [P OF(tu+ (1 — tw, p)
F(v,p) — F(w,p) = /0 p dt = jz:% (/0 o dt.) (v; —wj).

(3.3.11)
If Assumption 3.3.2 holds for the equation (3.3.2), we can conclude that A;(§) > 0 for all { € R

and for all 1 < j < N. If in addition Assumption 3.3.2 holds, we can use the fact that z1(£) and z2(§)

are uniformly bounded, together with the continuity of the derivatives %:—151_“), to establish that the

coefficients A, () are uniformly bounded for 0 < j < N. This means that our linear equation (2.3.3)
with coefficients (3.3.9) satisfies all the assumptions of Lemma 3.2.1. In particular, the assumption
that ¢2 > 4y if ag < 0 follows easily from the fact that v > 0.

With these observations we can use the results developed in Section 3.2 for linear equations to
establish comparison principles for solutions to (3.3.1).
Lemma 3.3.2. Assume that Assumptions 3.3.1 and 3.5.2 both hold. Let x; : J#* =R forj=1,2
be two bounded solutions of the nonlinear automatous differential difference equation (3.8.2) with
the same parameters ¢ and v on the interval J = [1,00) for some 7 € R. Assume also that v > 0

and that

21(6) > 22(€), €€ J7, (3.3.12)
Then if x1(&0) = x2(&o) for some &y, we have x1(§) = x2(€) for all £ > &.

Proof. The result follows immediately by applying Lemma 3.2.1 to the difference y(§) = x1(§)—z2(§).
O

Combining the previous lemma’s gives us the useful result we shall use widely in subsequent
sections.
Corollary 3.3.3. Consider the linear differential difference equation (2.3.8) with v > 0 and assume
that the coefficients A;(§) are bounded according to (3.1.2), where the lower bounds o for the shifted
arguments are strictly positive, i.e., aj > 0 for j =1,...N. Let xz; : J — R for j = 1,2 be two
solutions of equation (2.3.3) with the same parameters ¢ and v on the interval J = [1,00) for some

T €R. If for all ¢ € J# we have

z1(§) = 22(8), (3.3.13)

with equality x1(£9) = x2(&o) for some & € J, then we have

r1(§) = 22(§), £ (3.3.14)
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Proof. The statement follows directly from Lemma’s 3.3.2 and 3.3.1, using the assumptions on the

coefficients A;(§). O

Remark 3.3.2. When N = 0, we have 2 (&) = x5(&o), since the difference y(§) = z1(€) — x2(§)
satisfies y(&§) > 0 for all £ € J and y(&) = 0, which implies y'(§9) = 0. This allows us to use the
remark after Lemma 3.3.1 to conclude the equality x1(&) = x2(§) for all & € J, under the conditions

of Corollary 3.3.3.

In order to establish uniqueness of solutions to (1.1), we shall need a comparison principle for
solutions to (3.3.2) which have different wavespeeds.
Lemma 3.3.4. Assume that Assumptions 3.5.1 and 3.3.2 both hold. Let z; : J# — R for j = 1,2
be two bounded solutions of the nonlinear automatous differential difference equation (3.8.2) with
parameters y = ry; and ¢ = ¢; on some interval J = [1,00) for some T € R. Assume that y1 = v2 > 0,

but that c¢; > co. Also assume that
21(§) > w2(€), £ J* (3.3.15)

and that x2(§) is monotonically increasing. Then if x1(§o) = x2(&o) for some &y, we have that

21(§) = x2(€) is constant for all £ > &.

Proof. We start out by noticing that the difference y(§) = x1(§) — z2(§) satisfies the linear equation

V1O = -La©+ 20 - 13" 4 @u(e + o) (3:3.16)
g g g
where the coefficients A; are again given by (3.3.9).
We have already seen that the coefficients A;(§) are uniformly bounded for 0 < j < N and that
A;(&) >0forall { € Randfor 1 <j < N. We can thus write Ag(§) > o, for some oy < 0. Now

using the fact that z5(£) > 0, we have

Zah(6) < Tab(€), (3.3.17)
which allows us to conclude
1 _C_l ! _ @
y'(€) < Y &) S y(§). (3.3.18)
Upon defining z(§) = e y(&), we obtain
2(€) < (- — 20)26) = Ba() (33.19)
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where B > 0. We now proceed as in the proof of Lemma 3.2.1 to conclude that z(§) = 0 for all £ > &,
which implies z1(§) = z2(€) for all £ > &. Referring back to (3.3.2), we see that for & > &y + rmin
we must have ¢12)(€) = cah(§). However, as also 2 (§) = 25(&), we must have 2/ (&) = z4(€) = 0.
This establishes the claim. (|

In light of Proposition 2.2.4, the following lemma will be useful when studying the asymptotic

behaviour of solutions to the linear homogeneous equation (2.3.3).

Lemma 3.3.5. Consider a real-valued function z : [T,00) — R of the form
2(€) = y(€) + O(e™ "), ¢ - 0, (3.3.20)

for some b € R and € > 0, where y is a nontrivial solution of the constant coefficient system (2.3.6)
with v # 0, given by a finite sum of eigensolutions corresponding to a set A of eigenvalues X, all of
which satisfy ReA = —b. If Im A # 0 for all A € A, then there exist arbitrarily large £ for which
x(§) > 0 and arbitrarily large & for which x(§) < 0. On the other hand, if A = {—b}, then z(§) #0

for all large €. The analogous result for & — —oo also holds.

Proof. First suppose that Im A # 0 for all A € A. Then we may write y as a linear combination
of functions ¢ — e~ sin(né + k)p(&), for various n > 0, k € R and real polynomials p. Thus, for
some integer J > 0, we have that y(¢) = /e (q(ﬁ) + 0(5_1)) as & — oo, where ¢ is a nontrivial

quasiperiodic function of mean value zero. In particular,

1i£minf q(§) <0 < limsupq(§), (3.3.21)

§E—o0

and it follows that £~7ePz(¢) = ¢(¢) + O(£~') must assume both positive and negative values for
arbitrarily large values of &, as claimed.

Now suppose that A = {—b}. Then y(&) = e~ p(¢&) for some polynomial p, hence the limit

glim e =a#£0 (3.3.22)
exists and is nonzero for some integer J > 0. O

3.4 Hyperbolicity

In this section we will be interested in the constant coefficient equation

—ya"(€) — ea’(§) — Lo(ze) =0, (34.1)
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where the constant coefficient operator Lg, given by

N
Lo(¢) = Z Ajoo(r;), (3.4.2)
§=0
satisfies one of the following conditions.

Assumption 3.4.1.
Ajo>0, 1<j<N. (3.4.3)

Assumption 3.4.2.
Ajo<0, 1<j<N. (3.4.4)

For convenience we shall again demand N > 1, although in this setting this is not an actual
restriction on the constant coefficient operator L.

Our goal will be to obtain detailed information about the eigenvalues of the constant coefficient
equation (3.4.1). In particular, in Lemma 3.4.1 we relate the existence of complex eigenvalues of
(3.4.1) to the sign of the characteristic function A, r,(s) for real values of s. This will allow us
to rule out the existence of eigenvalues in a large part of the complex plane. Lemma 3.4.2 provides
a useful sufficient condition for the system (3.4.1) to be hyperbolic. To this end, we introduce the

quantity
N
As = —Acy0,(0) =) Ajo, (3.4.5)
j=0

associated to the constant coefficient operator L. Lemma 3.4.2 connects the sign of the quantity
Ay, to the hyperbolicity of (3.4.1) and, together with Lemma 3.4.3, gives us information about
the real eigenvalues of (3.4.1). In Section 3.5 the results from this section will be combined with
Proposition 2.2.4 to obtain very specific asymptotic descriptions of solutions to the nonautomatous

linear equation (2.3.3).

Lemma 3.4.1. Suppose that
02 Z 4’7140)0. (346)

Assume that the nonnegativity assumption 3.4.1 holds for the constant coefficient equation (3.4.1)
and suppose that a € R is such that A¢ ~ 1,(a) > 0. Then there do not exist any eigenvalues A € C
such that Re A = a. Now suppose that A. . 1,(a) =0 for some a € R. Then there do not exist any
eigenvalues A € C such that Re A = a, except for A = a itself.

Assuming that the nonpositivity assumption 3.4.2 holds for (3.4.1), the above results also hold if

we replace the condition Ac  1,(a) >0 by Ac 4 1,(a) <O0.
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Proof. We start by writing A = a + in with a,n € R and computing

|eX + 922 + A070}2 |ca 4+ va? — yn? + Ag,o +i(2avn + c77)|2

‘ca +va? + A0,0|2 + 02 (n?y? + 2avyc + 2a%y? + ¢ — 2y Ap )

2
= ‘ca, +va? + A0,0| +n?p(a),

where p is a second degree polynomial. It is elementary to see that if (3.4.6) holds, then
L, 2.2 2.2
pla) 2 Se” + 177" = 2740 2 177" 2 0.

We thus have

|eA + A% + Ago| > |ca+va® + Aoy, (3.4.7)

with equality if and only if A = a.
Assuming the nonnegativity condition 3.4.1, suppose that A = a + in satisfies A, 5 1,(A) =0 for

some real  and that A; - r,(a) > 0. Then using (3.4.7), we arrive at
N N
ca + va® + Ao70‘ < ‘c/\ + A2 + Ao,o| = Z Aj,oem’j < Z Aj e < —(ca—&-vaz +Ap,0). (3.4.8)
j=1 Jj=1

By examining the first and last terms in (3.4.8), we see that the three inequalities have to be
equalities. In particular, the third inequality (when read as an equality) implies that A. ., ,(a) =0,
proving the first claim. Using the fact that (3.4.7) is an equality only if A = a, the second claim
immediately follows.

Similarly, we can consider the case in which the nonpositivity condition 3.4.2 holds. Assuming
Ac~.o(A) =0and A, r,(a) <0, we now obtain

|ca+~va? + Agg| < |eA+9A%+ Agg| = ’Zjvzl Ajoeri| < — Zjvzl Ajoe (3.4.9)

< (ca+~a®+ Apyp).

By considering the first and last terms in (3.4.9), we again see that all three inequalities have to be

equalities, from which the claims in the lemma follow as above. O

Lemma 3.4.2. Assume that Ay, < 0 holds for the equation (3.4.1) and that in addition the non-
negativity assumption 3.4.1 holds. Assume also that v > 0. Then equation (3.4.1) is hyperbolic.

Furthermore, there exists precisely one real positive eigenvalue AT € (0,00) and precisely one real
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negative eigenvalue A\~ € (—00,0) and each of these eigenvalues is simple. The eigenvalues A~ and

AT depend C' smoothly on ¢ and the coefficients Ajo. In addition, we have that

oA~ ONT
—_— d — . 4.1
9% <0 an 9% <0 (3.4.10)
All the remaining eigenvalues satisfy
Re) € (—o0, A7) U (AT, 00), ITm A # 0. (3.4.11)
Proof. Using Lemma 3.4.1 and the fact that A, 1,(0) = —As > 0, we immediately see that

there are no eigenvalues on the imaginary axis and thus equation (3.4.1) is hyperbolic. Due to the
nonnegativity of the coefficients A, for j > 1, we see that lims_, 1., A(s) = —oco and so there exist
at least one negative and one positive eigenvalue. Using the fact that

N
A'(s) = =2y — Zr?Ajﬁes” <0, seR, (3.4.12)
j=1
we see that there can be at most two real eigenvalues, which we will denote as A™ and A\, as in the

statement of the lemma. From the fact that A(0) > 0 we see that we must have
A(AT) <0, A'(A7)>0. (3.4.13)

Thus A* are both simple eigenvalues and depend C'-smoothly on ¢ and on the coefficients Ajo.

The inequalities in (3.4.10) follow directly by implicit differentiation. Finally, using
A(s) >0, se€(A7,Ah) (3.4.14)

and Lemma 3.4.1, one sees that the statement about the remaining eigenvalues follows. O

Lemma 3.4.3. Assume that Ax, > 0 holds for the equation (3.4.1) and that in addition the nonneg-
atiwity assumption 3.4.1 holds. Assume also that v > 0. Then either all real eigenvalues of (3.4.1)

lie in (0,00), or else they all lie in (—o0,0).

Proof. The statement follows directly from the observations that A”(s) < 0 and A(0) = —Ax < 0.

O
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3.5 A One Dimensional Kernel
We are now ready to state and prove the main theorem of this chapter.

Theorem 3.5.1. Consider the linear operator given in (2.3.4) and assume that there exist quantities

aj,ﬁjER, j:()]\/v7 (351)

a; >0, j=1...N, (3.5.2)
such that the coefficients satisfy the bounds
OéjSAj(é-)Sﬁj, EeR, j=0...N. (353)

We demand that there is at least one shifted argument, i.e. we assume N > 1.
Assume that the equation (2.3.3) is asymptotically autonomous and that in addition the limiting

equations are approached at an exponential rate, so
|A;(€) — Aju| = O(e7FIEl), ¢ = 400, j=0...N (3.5.4)

for some k > 0. Also assume that each of the sums As,, given below, of the limiting coefficients at
+o00, is negative, namely

N
Ap, = Ajx <0, (3.5.5)
=0

Finally, assume that there exists a nontrivial solution x = p(€) to the linear equation (2.5.8) which

is nonnegative and bounded on R,
peLl> p§) =0, (R (3.5.6)

Then equation (2.3.3) is asymptotically hyperbolic and A. 1. W2 — L 4s a Fredholm operator.
Writing Ke v = K(Acq.2) and Re . = R(Ac~,1), we have

dim e 4 =dim K¢ 4 p+ = codimR. . =1, ind(A.,,r) =0. (3.5.7)
The element p € K. 1 15 strictly positive,
p(§) >0, (€R (3.5.8)
and there exists an element p* € K¢, 1~ which is strictly positive,

p'(€) >0, €R. (3.5.9)
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We will prove the theorem in four steps. In Lemma 3.5.2, the asymptotic hyperbolicity is
established for the limiting equations at £oo and the asymptotic behaviour of solutions to (2.3.3) on
the halfline will be determined. In Corollary 3.5.3 we establish the strict positivity of the solution
p(€) and in Lemma 3.5.4 the claims about the kernel K. ~ 1, will be proved. After these preliminaries

the proof will be completed.

Lemma 3.5.2. Assume that equation (2.53.8) satisfies all the conditions in the statement of The-
orem 8.5.1, except possibly for the existence of the solution © = p(§). Then equation (2.3.3) is

asymptotically hyperbolic. There exist four quantities A\, A5 with
—00 < AL <0 <A} < oo, (3.5.10)

such that XL A% are the only real eigenvalues of the limiting equations at £oo. They are simple
eigenvalues. If we only assume the asymptotic conditions of Theorem 3.5.1 at +oo and if x(§)

satisfies equation (2.8.8) on some interval [1,00) and is bounded as & — oo, then
2(€) = e+ + 0(eP+79%) ) € — o0, (3.5.11)

for some constant C; € R and some ¢ > 0. Also the asymptotic formulae for x'(£) and z" ()
obtained from (3.5.11) by formal differentiation (including the remainder term) hold. If moreover
z(§) > 0 for all large & and x(§) does not vanish identically for large &, then Cy > 0.

The analogous results, in particular
2(€) = C_eM 4 0(eMH98) ¢ —o, (3.5.12)
hold for solutions which are bounded at —oo.

Proof. The hyperbolicity of the limiting equations follows directly from Lemma 3.4.2 and equation
(3.5.5), as do the claims about the eigenvalues. Now suppose that () is a solution to equation
(2.3.3) on an interval [r,00) as in the statement of this lemma. Then Proposition 2.2.4 implies that
either

(€) = y(&) + O(e” %), € — o, (3.5.13)

where y is a nontrivial eigensolution corresponding to a set of eigenvalues with Re A = —b < 0, or
z(€) has superexponential decay. In the former case, we see from the statement about the eigenvalues

in Lemma 3.4.2 that we either have —b = A%, in which case y(§) = C.e+¢ for some C # 0, or
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else —b < A3, in which case we have (3.5.11) with Cy = 0. In the case of superexponential decay
we also obtain (3.5.11) with C; = 0.
The asymptotic expressions for 2/(¢) and z”(£) now follow by noticing that Proposition 2.2.4

applied to the system (2.3.9) also gives us an asymptotic expansion for z’(§),
2(§) = Dy + 0(eMH79%), ¢ — oo, (3.5.14)

for some constant Dy € R. We have the relation D, = A5 Cy. Substituting these asymptotic
expressions into the right-hand side of the differential equation (2.3.3) yields the desired asymptotic
expression for 2”(£), using the fact that [A4;(£) — A4 | = O(e™*¢) and noting that the leading term
C.e*+¢ is a solution to the limiting differential equation.

Now suppose that z(£) > 0, but not identically zero for all large £. Then we must have C; > 0
in (3.5.11). We wish to show that C; > 0, so assume to the contrary that C;. = 0. We know
from Lemma 3.1.1 that superexponential decay is impossible, so equation (3.5.13) must hold with
—b < A%. But as all eigenvalues A with ReA = —b < A% must have nonzero imaginary part, we
conclude from Lemma 3.3.5 that there exist arbitrary large £ for which z(£) > 0 and arbitrary large
& for which () < 0. This contradicts the positivity of z(£) and so we must have C > 0, as desired.

The proofs of the corresponding claims at —oo follow similar lines. O

Corollary 3.5.3. Assume all the conditions of Theorem 3.5.1. Then the solution p(§) in the state-

ment of the theorem is strictly positive, i.e.,
p() >0, £€R. (3.5.15)

We also have the asymptotic expressions

C_eMé 4 O(e(A’iJre)g)7 £ — —o0,
p(§) = . . (3.5.16)
Cr et + 0(ePi798) € — oo,

for some €, where both C'y. > 0, with finite exponents
—00 < AL <0<\ < o0. (3.5.17)

In addition, the asymptotic expressions for p'(£) and p”(€), obtained by formal differentiation of

(3.5.16), including the remainder terms, hold.
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Proof. We know that p(§) > 0. Now suppose that p(7) = 0 at some 7 € R. Then an application of
Corollary 3.3.3 with ;1 = p and z2 = 0 immediately implies that p(§) = 0 for all £ € R, which is a
contradiction. We thus conclude conclude the strict positivity of p and the asymptotic expressions

(3.5.16) now follow immediately from Lemma 3.5.2. O

Lemma 3.5.4. Assume all the conditions of Theorem 3.5.1. Then the operator A. 1 in the state-
ment of the theorem is a Fredholm operator and the claims (3.5.7) about the kernel, range and

Fredholm index of this operator and its adjoint hold.

Proof. Lemma 3.5.2 gives the asymptotic hyperbolicity of equation (2.3.3) and Proposition 2.3.1
ensures that A., 1 is a Fredholm operator. Let us consider the kernel K.~ 1 of A~ 1. Suppose
that dim K. 4,z > 1 and take any x € K, which is linearly independent of p € K¢ 1. By Lemma
3.5.2 again, the solution x enjoys asymptotic estimates as in (3.5.16), but with generally different
constants C'y which need not necessarily be positive. However, by adding an appropriate multiple
of p to z, we can ensure that the coefficient of e*+¢ in the asymptotic expressions for z(§) as & — oo

vanishes, i.e.,

Coe™E + O(P+9), € — —o,

z(§) = (3.5.18)

O(e=9%), £ — o0,
for some Cj € R. By replacing by —x if necessary, we may assume that Cy < 0. Because z is not
identically zero, it follows from Lemma 3.3.1 that there exist arbitrarily large £ for which (&) # 0.
If (&) < 0 for all large £, then it follows from Lemma 3.5.2 applied to —z that equation (3.5.11)
holds for z with strictly negative C, contradicting equation (3.5.18). This means there even are

arbitrarily large ¢ for which x(£§) > 0. From this it immediately follows that there exists pg > 0

such that

p(&) — pox(§) <0, (3.5.19)

for some £ € R. We now consider the family p — px € K., r for 0 < p < pg. The asymptotic

expressions for p and x ensure that there exist 7, K, A € R such that
p(€) —px(€) > Ke Ml >0, €] >7, 0<pu< po. (3.5.20)

Now define

e =sup {p € [0, o] | p(§) — px(§) > 0 for all £ € R}. (3.5.21)
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By definition it follows from (3.5.19) that p. < po. Obviously, we have the inequality p.z(£) < p(§)
for all £ € R, but actually we also have p,x(&) = p(§o) for some &y € [—7,7]. Indeed, assuming to

the contrary that w.z(€) > p(&) for all £ € [—7, 7], we can define

I = min {p(¢) — 1.(€) | € € [-7. 7]} > 0, (3.5.22)

because continuous functions attain their minima on compact intervals. If we now choose ¢ > 0
such that p, + € < po and €||z||,, < I' then also (u. + €)z(§) < p(§) for all £ € R contradicting
the definition of p.. From Corollary 3.3.3 it now immediately follows that u.x(§) = p(§), but
this contradicts the linear independence of x and p. This contradiction completes the proof that
dim K, = 1.

We next show that ind A., 1 = 0, from which we see that codimR.,,; = 1 and from the
Fredholm Alternative (Theorem 2.2.1) dim K. o - = 1, which completes the proof of the Lemma.
By the Cocycle Property (Theorem 2.2.2) we know that the quantity ind(A. ,r) depends only on
¢, 7 and the limiting operators Li. Moreover, by the Spectral Flow Property (Theorem 2.2.3), we
have that ind(Ac,z) = —cross(L”), in which L” is any generic homotopy of constant coefficient
operators joining L_ at p = —1 to Ly at p = 1, and cross(L”) is the net number of roots s = A
of the characteristic equation A 5 r-(s) = 0 which cross the imaginary axis along this homotopy,
keeping ¢ and «y fixed. We choose the homotopy L? = ((1—p)L_+(1+p)L4)/2. Using Lemma 3.4.2
and equation (3.5.5), we see that the corresponding equation (3.4.1) is hyperbolic for —1 < p < 1.

This means that no eigenvalues cross the imaginary axis and thus ind(A. ,,z) = —cross(L”) =0. O

We are now ready to complete the proof of Theorem 3.5.1.

Proof of Theorem 3.5.1. All that remains is to establish the positivity (3.5.9) of some p* € K. . .
Again, by Corollary 3.3.3 and the definition of the adjoint equation (2.3.5), it is enough to show
that p*(§) > 0 for all £ € R. Let us therefore suppose there exists p* € K. ,, .~ satisfying p*(&1) > 0
and p*(&2) < 0 for some &1, & € R and seek a contradiction. First note that p*(£) does not vanish
identically on any interval of length r,ax — Tmin, as otherwise Lemma 3.3.1 would imply that p*(&)
is identically zero. Thus without loss we may assume |1 — &2| < max — Tmin. 1t now follows that

there exists a continuous function h : R — R such that

/ Ty ©nE)de =0, (3.5.23)

— 0o
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where h satisfies h(€) > 0 for all £ € R and has compact support, in fact supp(h) € [r1, 72| for some
71, T2 € R satisfying 79 — 71 < Tmax — Tmin- By the Fredholm Alternative (Theorem 2.2.1) and the
fact that dim K. - = 1, we see that h € R .1, which means there exists an z € W such that
Ac~ Lz = h. We know that adding a multiple of p € K. - . to x yields any other such solution x+ up.
As h has compact support, z(£) satisfies the homogeneous equation (2.3.3) for large |£| and so by
Lemma 3.5.2 enjoys asymptotic estimates of the form (3.5.11) and (3.5.12), although with generally
different constants Cy than those in equation (3.5.16). As the constants Ct in the asymptotic
expressions (3.5.16) are both positive, we see that if u is sufficiently large then x(€) + up(£) > 0 for
all £ € R. We can thus define

pe =1inf {p € R | z(&) + pp(§) > 0 for all £ € R}, (3.5.24)

which is a finite quantity. We also introduce the function

y(&) = (&) + pp(§)- (3.5.25)

By construction, we have y(§) > 0 for all £ € R. By Lemma 3.5.2 and the fact that y(£) > 0, we have
either that y(&) = Dye & + O(eP+79) as € — oo, for some strictly positive Dy > 0 and € > 0, in
which case y(§) > 0 for large &, or else that y(£) = 0 identically for all large £. The corresponding
statements for £ — —oo also hold. However, it is not the case that y(§) = 0 both for £ — oo and
for £ — —oo. Indeed, suppose to the contrary that y(§) = 0 for all large |¢|]. Noting that y satisfies
the homogeneous equation (2.3.3) on the interval J = [2,00), because h(§) = 0 there, we see from
Lemma 3.3.1 that y(¢) = 0 identically on J# = [73 + 7'min, o0). Using the same argument, y(¢) = 0

identically on (—o00, 71 + rmax]. However, since 72 — 71 < Tmax — Tmin, We see that
(_007 1+ Tmax] U [TQ + Tmin, OO) =R, (3526)

hence y is identically zero on R, contradicting the fact that h = A, ry is not the zero function.
Possibly after making a substitution £ — —&, which does not change the sign of v, we can assume
that y(£) > 0 for all large £. Tt is also true that y(£y) = 0 for some & € R. Indeed, if y(£) > 0 for
all large negative £ than we can apply the same reasoning as in the proof of Lemma 3.5.4 to prove
the claim. Now, using Lemma 3.2.2; we immediately obtain y(£) = 0 for all £ > &, giving us the

desired contradiction. This completes the proof of the theorem. O
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Chapter 4

Global Structure

4.1 Terminology

In this chapter we study the family of autonomous differential difference equations introduced in the

introduction,

—ca' (&) —y2"(€) = F(z(§ +ro), 2(§+ 1), z(E+72),...,x(E+7N),p), (4.1.1)

in which v > 0. As in the previous chapter, we demand that ro = 0, r; # r; if ¢ # j and r; # 0
for i = 1...N, where N > 1. Here we take p € V to be a parameter, where V is an open subset
of R. We shall prove existence and uniqueness of solutions to (4.1.1) under certain conditions and
establish the C''-dependence of the solutions on the parameter p.

We start out by making precise the requirements given in the introduction and give a list of

conditions on the function F' which we will assume to hold throughout this chapter.
(b1) The nonlinearity F : R¥N+! x V' — R is C'-smooth in R¥+! and V.

(b2) The derivative Dy F : R¥+! x V' — R with respect to the first argument v € RN¥*! is locally

Lipschitz in v.
(b3) For each p € V and for j = 1,..., N, we have, writing v = (vg, vy, ...,vx) € RVNT1 that either

8F(U7p) = O7 or 8%(U7p) > O’ (4.1.2)

Ov; v;

that is, either F' is totally independent of v; or is strictly increasing in v;. Furthermore, for
each p € V there is at least one j, satisfying 1 < j < N, for which the nonlinearity F is not
totally independent of v;.

39
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(b4) Let ® : R x V — R be defined as

(¢, p) = F (9, ¢,...,0,p). (4.1.3)

Then for some quantity ¢ = q(p) € [—1, 1] we have that

O(p,p) >0, ¢ (—00,—-1)U(g,1) (4.1.4)
®(¢,p) <0, ¢ (=1, U(L,00)
In case p € V we demand ¢(p) € (—1,1).
(b5) We have for ¢ = ¢(p) that
D1®(—1,p) < 0if ¢ # —1,
D1®(q,p) >0if g € (—1,1), (4.1.5)
D,®(1,p) <0if g #1,
with Dy denoting the derivative with respect to the first argument z € R.

Condition (b3) allows us to consider families in which the shifts r; may vary with p, by adding
extra shifts r; which do not affect the value of F' for certain values of p.

In (4.1.1) the wavespeed c¢ is an unknown parameter. From the above conditions we see that
equation (4.1.1) has exactly three constant equilibrium solutions, namely x = +1 and = = ¢(p).
We will be interested in solutions to (4.1.1) joining the two equilibrium points £1. As (4.1.1) is
autonomous, we see that all translates of a solution z(§) to (4.1.1) are also solutions. We can use
this freedom to demand that z(0) = 0. It will turn out that after this normalization the solution to

(4.1.1) is unique. We thus seek our solutions in the space
W™ = {z € W?* | z(0) =0} . (4.1.6)
It will be useful to introduce the operator G : W02’°° X R x V — L defined by

g(d)a ) p)(g) = —’Y(ZS”({) - CQS/(&) - F(Qﬁ(f + 7"()), (b(g + 7"1), s ad)({ =+ TN)?IO)' (417)

We are now ready to define what we mean by a connecting solution to (4.1.1).

Definition 4.1.1. Given p € V, a connecting solution to the nonlinear autonomous differential
difference equation (4.1.1) is a pair (¢,c¢) € Wg'™ x R which satisfies (4.1.1) and joins the two

equilibrium solutions 41, i.e., for which

Jim (€)= +1 (4.1.8)

holds. O
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Please note that we will continue to use the term ”solution” to indicate a function in z € W2
satisfying the equation (4.1.1), but not necessarily joining the two equilibria £1 and not necessarily
having z(0) = 0.

We are now in a position to state the main theorem of this chapter.

Theorem 4.1.1. Consider the family of autonomous differential difference equations (4.1.1). There
exist C'-smooth functions ¢ : V. — R and P : V. — W02’°° such that for all pg € V', the pair
(P(po), c(po)) is a connecting solution to equation (4.1.1). Moreover, these are the only connecting

solutions to (4.1.1).

The proof of Theorem 4.1.1 will be given in two parts. In Section 4.2 we shall concentrate on the
existence of functions P(p) and ¢(p) as in the statement of Theorem 4.1.1 in a small neighbourhood
of the detuning parameter pg, given a connecting solution (Pp, ¢p) for p = pg. In Section 4.3 we show
that this local continuation can be extended to all p € V and prove the existence and uniqueness

claims in the statement of Theorem 4.1.1.

4.2 Local Continuation

We first recall that if x : R — R is any solution to (4.1.1) for some p € V, then z/(£) is a solution of

the linearization around x, that is the linear equation (2.3.3) with coefficients

A;(6) = OF(u.p)

o (4.2.1)

u=m(x,§) ,
where 7 is the state projection given by (3.3.10). The linearization around the three equilibrium
solutions = +1 and & = ¢(p) are constant coeflicient equations given by (3.4.1). We shall write L,
L_ and L, for the associated linear operators (2.1.6) and shall refer to the corresponding constant

coefficients as
OF (u,p

i ympe(+1)

Ajo(p) = 2Lt e (4.2.2)
where £ is the diagonal map k(z) = (z,...,z) € RNTL Writing Axy = Z;-V:O Aj+, we have the
identity

Asy = D ®(£1, p). (4.2.3)

Our aim in this section is to show that connecting solutions to (4.1.1) can be locally continued,
i.e., if the system (4.1.1) has a connecting solution at some value pg € V of the detuning parameter,
we shall prove that it also has connecting solutions for nearby values p. This is made precise in our

main proposition.
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Proposition 4.2.1. Let (P, co) € W02’oo xR be a connecting solution to (4.1.1) for some pg € V and
for some ¢y € R. Then for each p near py there ezists an unique (P,c) = (P(p),c(p)) € W™ x R,
that depends C"-smoothly on p, for which G(P(p),c(p),p) = 0, with c¢(py) = co and P(po) = Fp.
This function P(p) satisfies the boundary conditions lime_.+ o 2(€) = 1 and thus (P(p),c(p)) is a

connecting solution to (4.1.1).

Our approach to proving the main result will be to invoke the implicit function theorem on the
operator G defined by (4.1.7). Consequently, in Proposition 4.2.6 we study the Frechet derivative of
G, which is given by

D1,2g(P07 €o, PO)W’ b)(g) = _bPOI(g) + (Aco,%Lw)(g)v (424)

where A, . is the linear operator associated to the linearization of (4.1.1) around the solution
Py. We shall establish that Theorem 3.5.1 applies to the operator A, .r and that the deriva-
tive P} is strictly positive (Lemma 4.2.5). In particular, this means that Pj ¢ R(A¢,,~,z) and
K(Acyy,) N W™ = (). From this it is easy to see that D) »G is an isomorphism from W™ x R
onto L, which legitimizes the use of the implicit function theorem.

We start with a technical lemma.

Lemma 4.2.2. Let z: R — R be a solution to (4.1.1) for some p € V and ¢ € R. Define

pe = gig{{x(& O zggm(@, (4.2.5)

and assume that both py are finite. Then

b€ [-La()] UL, us € ~10g(p) Ula(p), 1] (4.2.6)
The same conclusion (4.2.6) holds for

e = ligminfac(ﬁ)7 p4 = limsup z(§) (4.2.7)
—00 £—o0

and similarly for the liminf and limsup at —oo.

Proof. With py first as in (4.2.5), assuming that both p are finite, we shall prove that

P(p—,p) <0< B(py,p), (4.2.8)

which by condition (b4) is equivalent to

p— € [=1,q(p)]U[L,00), py € (00, —1]U[q(p), 1] (4.2.9)
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and thus yields (4.2.6) using the fact that pu_ < py. We shall only prove the second inequality
in (4.2.8), as the proof of the first is similar. Let &, € R be a sequence such that z(§,) — uy as
n — co. Then the fact that 2 and 2’ are uniformly continuous (because they are in W), together
with the differential equation (4.1.1) for x, implies that z” is uniformly continuous. From this and
the boundedness of z” it follows in a standard fashion that, possibly after passing to a subsequence,
(&) — 0 and 2"/ (&,) — 1 < 0 for some [. After passing to a further subsequence, we may assume
that for j = 0... N, there exist pu; such that (&, +7;) — p; < pg as n — oo. Upon inserting

& =&, into (4.1.1) and taking the limit, we have that

0< Al =F(psspos- s in, p) < Flpgs pigs oo pig, p) = (4, p), (4.2.10)

where condition (b3) has been used together with the observation that p; = p4. This now proves
the inequality in (4.2.8) as desired.

Assume now that pi are given by (4.2.7). Let &, — oo be such that z(§,) — p4 as n — oo,
and set y,(§) = z(£ + &,). On each interval [r,00) the sequence y, is uniformly bounded and
equicontinuous (as z is uniformly continuous), so by passing to a subsequence we may assume the
limit y,(§) — y(§) holds uniformly on compact intervals. The function y : R — R is a solution to
(4.1.1) and satisfies p— < y(§) < py for all § € R and in fact py = supgeeg y(€). Therefore, from the
first part of this proof, we have that py is in the set as indicated by (4.2.8), as claimed.

The proof for p_ is similar, as is the proof for £ — —o0. O
Corollary 4.2.3. If (P,¢) € W™ x R is a connecting solution to (4.1.1), then
-1<P¢) <1, €€ (4.2.11)

Proof. Lemma 4.2.2 implies that —1 < P(£) < 1 for all £ € R. The strict inequalities now follow

from an application of Lemma’s 3.3.2 and 3.3.1. O

Lemma 4.2.4. Let (P,¢) € W™ xR be a connecting solution to (4.1.1). Then for some quantities

Ci+ >0 and € > 0 we have that
—1+ C_e*=¢ 4 0P8 ¢ — —oo,

P(¢) = . . (4.2.12)
1 -0 40?798, ¢ — oo,
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where \* € (0,00) is the unique positive eigenvalue of the linearization of (4.1.1) about x = —1 and
A5 € (—00,0) is the unique negative eigenvalue of the linearization about x = 1. The formulae for

P/ (&) obtained by formally differentiating (4.2.12) also hold.

Proof. We consider only the limit & — oo, as the proofs of the results for £ — —oo are similar.
We note that it follows from the proof of Lemma 3.3.2 that if y(§) = 1 — P(£), then y satisfies
(2.3.3) with coefficients A;(§) given by (3.3.9) with 1 = 1 and 2 = P. Since equation (2.3.3) is
asymptotically hyperbolic at +o0o, we have y(¢) = O(e~%) as € — oo for some a > 0, by Proposition
2.2.5. Tt follows from this exponential decay, equation (3.3.9) and the Lipschitz condition (b2) on
the derivative of F', that A;(£) approaches the limiting coefficients A;; (p) exponentially fast as
& — 00. Due to the boundedness of P, we have that A;(§) is bounded for all 0 < j < N. Note that
due to the assumption (b2), we have that A;(§) > 0 for all { € R and for 1 < j < N, which now
allows us to conclude that A;(§) > a; > 0 for 1 < j < N and some «; € R. Now remembering
that Asy(p) < 0 by (4.2.3) and condition (b5), we see that our linear differential difference equation
(2.3.3) satisfies the conditions of Lemma 3.5.2, at least for £ — oo. As y(§) > 0 by Corollary 4.2.3,
we conclude by Lemma 3.5.2 the asymptotic formula (4.2.12) at +oo for some C; > 0. In addition,

the differentiated version of that formula holds. O

Lemma 4.2.5. If (P,c) € W™ x R is a connecting solution to (4.1.1), then P'(€) > 0 for all
£eR.

Proof. We note that it is sufficient to prove that P’(§) > 0 for all £ € R, since Corollary 3.3.3 then
immediately implies the strict positivity P’(£) > 0.

By (4.2.12) we see that there exists 7 > 0 such that P’(£) > 0 whenever |£| > 7 and such that
P(—1) < P(§) < P(7) whenever £ < 7. From this we have P({ + k) > P(&) for all £ € R, provided

that k > 27. Now suppose that P’(§) < 0 for some ¢ and set
ko =inf {k > 0| P(( + k) > P(&) for all { € R}. (4.2.13)

Certainly ko > 0. Also, kg < 27 and P(§ + ko) > P(§) for all £ € R. If 0 < k < ko then
P(E+k) < P(€) for some &, where necessarily €| < 7. Therefore, there exists some &y, with |£y] < T,

for which P(&y + ko) = P(£). We can now define z1(£) = P(£ + ko) and z2(§) = P(£). Because
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z21(§) > x2(€) for all £ € R and z1(&y) = x2(&p), Lemma 3.3.2 implies that P(£ + ko) = P(£) for all

¢ € R. This is a contradiction, because P’(£) > 0 for all large [£]. O

Proposition 4.2.6. Let (Py, o) € VVOQ’OO x R be a connecting solution to (4.1.1) for some py € V
and for some ¢y € R. Consider the linearization (2.3.3) of equation (4.1.1) about Py and let Ac, 1,

denote the associated linear operator from W2 to L. Then the derivative of G,
D1.2G(Py, co,po) : W™ x R — L™, (4.2.14)
at the solution (Py, co), with respect to the first two arguments, is given by

D12G(Py, co, po) (¥, )(§) = —bPG(&) + (Acy.5,2)(€) (4.2.15)

. ) ) 2
and is an isomorphism from Wy x R onto L.

Proof. The fact that G is C'-Frechet differentiable follows from the fact that F is a C'-function.
The explicit formula (4.2.15) follows by direct differentiation of (4.1.7). The operator A, ~ 1 can
be seen to satisfy all the conditions of Theorem 3.5.1. In particular, as we have seen before in the
proof of Lemma 4.2.4, the conditions (3.5.1) and (3.5.3) are satisfied and the exponential condition
(3.5.4) follows from the exponential approach of P(§) to =1, by Lemma 4.2.4. We also have that
x(§) = Pj(§) satisfies the linear equation (2.3.3), which by Lemma 4.2.5 gives the strictly positive
p = Pj € K¢y, in the statement of Theorem 3.5.1. One also sees Ax;(p) < 0 by (4.2.3) and
condition (b5). Thus, by Theorem 3.5.1, the kernel IC., . of A, 4,1 is precisely the one-dimensional
span of Pj. The strict positivity P§(0) > 0 implies that P} ¢ Wz, hence the restriction of A, .1
to WO2 "% C W2 is an isomorphism from W02 "*® onto its range R, . € L, which has codimension
one. Also from Theorem 3.5.1, we see that there exists p* € K¢y 4,0+, with p*(§) > 0 for all £ € R.

In particular this means that

/ RO > 0, (4.2.16)

which implies that Pj(§) ¢ Re,,,,z by the Fredholm Alternative (see Theorem 2.2.1). From this and

the explicit formula for D; 2@ the claim immediately follows. O

It is now an easy task to complete the proof of our main proposition.
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Proof of Proposition 4.2.1. The local continuation follows from the implicit function theorem, to-
gether with Lemma 4.2.6. The limits follow from the observation that the quantities . (p) in (4.2.7)

for P(p) vary continuously with p, together with p4(pg) = 1 and the identity (4.2.6). O

4.3 Global Continuation

This section is devoted to the proof of Theorem 4.1.1. In Lemma 4.3.1 we prove that for each p € V'
equation (4.1.1) has at most one connecting solution, establishing the uniqueness claim in Theorem
4.1.1. Theorem 4.3.3 will allow us to extend the local continuation in Proposition 4.2.1 into a global
continuation for all p € V', by proving that limits of connecting solutions are connecting solutions to
the limiting differential difference equation. This means that once we have established the existence
of a connecting solution to (4.1.1) for one value of the detuning parameter, pg € V, we know that
(4.1.1) has a connecting solution for all values p € V. This is why we give an explicit solution to
a prototype differential difference equation in Lemma 4.3.4. By constructing a new family (4.1.1),
which mixes the original differential difference equation and the prototype system, we can combine
Theorem 4.3.3 and Proposition 4.2.1 to establish the existence of a connecting solution to our original

family (4.1.1) at one value of the detuning parameter p, as required.

Lemma 4.3.1. For each p € V there exists at most one value ¢ € R such that equation (4.1.1)

possesses a monotone increasing solution x = P(£), satisfying the boundary conditions

5Erinooac(f) =+1. (4.3.1)

For each ¢ € R and p € W there exists at most one solution x = P(§) of (4.1.1), up to translation,

satisfying the boundary conditions (4.3.1).

Proof. We start by showing that the wavespeed ¢ is unique for solutions to (4.1.1). Suppose to the
contrary that for some p € V' there exist ¢; > ¢z and monotone solutions = P;(§) to (4.1.1) with
¢ =¢; for j = 1,2, satisfying (4.3.1). Without loss we may assume that P;(§) < P»(&) for some &,
as we can always replace P, by a translate obtained by shifting the graph of Ps to the left. Also, by
(3.4.10) of Lemma 3.4.2, we have that

N (e1,p) < A (caup), A1) < XY (e, p), (43.2)

for the real eigenvalues of the linearized equations at x = +1. From (4.3.2) and Lemma 4.2.4 it

follows that P;(§) > P2(&) for all large |£]. Thus, there exists 7 € R such that P;(£) > Pa(€) for all
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¢ satisfying |£| > 7. Let
ko = inf {k > 0 | PL(€ + k) > Py(€) for all £ € R}. (4.3.3)

We certainly have kg > 0, as Pi (&) < Pa2(&o) for some & € R. Also it is easy to see that ko < 27,
using the monotonicity of P; and P,. We also must have Py(§ + ko) > P2(&) for all £ € R. If
0 < k < ko, then Py(£ + k) < Py(€) for some &, necessarily satisfying |{| < 7. Therefore, there
exists some &y, with || < 7, for which P1(& + ko) = P2(&). But now Lemma 3.3.4 implies that
these solutions are equal and constant as £ — oo, contradicting the monotonicity P{(£) > 0. This
contradiction establishes the uniqueness of the wavespeed c.

Now suppose for some ¢ € R, that (4.1.1) admits two solutions P; (§) and P»(&), which both satisfy
the limits (4.3.1), but are not translates of each other. With the same quantities A* = A" (¢, p) and

A5 = A% (¢, p) for both solutions, we have from Lemma 3.5.16 that

—14Cj — =8+ 0(eP=198) ¢ — o0,
Pi(e) = S 3 (4.3.4)
1= Cj e+ 0(eP479%), §— oo,
for (generally different) constants Cj+ > 0 and € > 0. We may assume without loss that Ci— > Ca_
and Caq > Ch4, as we can always replace P1(§) by Pi(§ + k) for some k > 0 if necessary. The
asymptotic descriptions (4.3.4) now imply that P;(§) > P»(€) for all large |¢|. By further shifting

the graph of P; to the left, we can ensure that P;(§) > P(§) for all £ € R. Assuming this, set
ko =sup{k > 0| Pi(§) > Po(§ + k) for all £ € R}. (4.3.5)

Then we certainly have that kg < oo and Py (§) > Pa(£+ko) for all £ € R, which gives us the estimates

Ci_ > Cy_e k0 and C’2+e)‘ik° > C14+. We claim that we in fact have the strict inequalities
Ci_ > 02_6)\11]60, OQ+€AikO > Cl+, (436)

which imply that Py(§) > Pa(§ + ko) for all large |£]. If this is true, then as before we have that
Py (&) = Pa(&o + ko) for some & € R and Lemma 3.3.2 yields a contradiction.
To prove the strict inequalities (4.3.6), let y(§) = P1(§) — P2(€ + ko). Then from (4.3.4) we have

y(&) = (Caye*ih — C11)eM e + 0(eM 9%, ¢ — oo (4.3.7)

and y(§) > 0 for all £ € R. We know that y does not vanish identically on any interval [r,00), as

otherwise Lemma 3.3.1 with x1 = P1(§) and 29 = P2(£+ ko) would imply that y vanishes identically
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on R, which means P; is a translate of P». Now noting as in the proof of Lemma 4.2.4 that y(&)
satisfies a linear differential difference equation which satisfies the conditions of Lemma 3.5.2, we
conclude that the coefficient Coie*+Fo — Oy, in (4.3.7) is positive, which establishes the second
inequality in (4.3.6). The first inequality follows from a similar argument at —oco. This proves the
uniqueness of solutions to (4.1.1), for each ¢ € R. O

The following result, concerning the linearization around the (unstable) equilibrium ¢(p), will

prove to be useful in establishing the boundary conditions z(+o00) = =+1 for limits of connecting

solutions x,.

Lemma 4.3.2. For every p € V , v € Rxg and ¢ € R there do not exist two monotone increasing

solutions x4+ : R — R of equation (4.1.1) such that

lime_sox_(§) =—1, lime_ox_(&) = q(p),
3 (€ 3 () = alp) (438)
lime—, oo 24 (§) = q(p), limgooz4(§) =1.
Proof. The case where v = 0 was considered in [24, Lemma 7.1], so we will assume v > 0. First

notice that

Ac iy Lo(p)(0) = —Aso(p) = —=D12(q(p), p) <0, (4.3.9)

which by Lemma 3.4.3 implies that there do not simultaneously exist eigenvalues AY < 0 < AJ for
the constant coefficient system L., defined in (4.2.2).

Now assume that there exist monotone increasing x_ and x satisfying conditions (4.3.8). Con-
sider y(&) = q(p) — z— (&), which is a monotone decreasing function on the real line, satisfying the
linear equation (2.3.3) with coefficients given by (3.3.9), with z1 = ¢(p) and 2 = z_(£). The coef-
ficients of this linear equation are bounded according to (3.1.2) and Assumption 3.1.1 holds. From

the proof of Lemma 3.1.1 we thus see that for all £ € R,

y'(€) = —By(£) (4.3.10)

for some B > 0. Now take any sequence &, — oo, and let z,(&) = y(€ + &,)/y(£,). Then each
zn, also satisfies z/,(§) > —Bz,(£) on R. As z,(0) = 1, we conclude that the sequence of functions
Zpn is uniformly bounded and equicontinuous on each compact interval and so without loss we have
that z,(§) — 2(£) uniformly on compact intervals. From the differential equation (4.1.1) we see

that we can use the uniform bound on z], to obtain a uniform bound on z}/(§), thus concluding
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that also z],(£) is equicontinuous on each compact interval. One now easily sees that z satisfies the
autonomous limiting constant coefficient equation associated to L,. Moreover, —Bz(§) < 2/(£) <0
for all £ € R, with 2(0) = 1, so 2(§) > 0 and z does not decay faster than exponentially. We
may now apply Proposition 2.2.4 to the solution z. We conclude that z(¢) = w(€) + O(e~(0+9)%)
as £ — 0o, where w is a nontrivial sum of eigensolutions corresponding to a set of eigenvalues with
Re A = —b < 0. The positivity of z, together with Lemma 3.3.5, implies that the linearization about
x = q(p) possesses a nonpositive eigenvalue A < 0. Since A, . 1,y (0) < 0 we have A3 < 0. We can
use similar reasoning applied to x4 (£) to conclude that the linearization about = = ¢(p) must also

possess a positive eigenvalue Ay > 0. This yields a contradiction. O

Remark 4.3.1. In the above proof we could not apply Proposition 2.2.4 directly to the function
y(€), as it may not be the case that y(&) approaches its limits y(+00) exponentially fast.

The next theorem enables us to take limits of connecting solutions, which will be crucial in

establishing global existence of solutions.

Theorem 4.3.3. Let p, € V and v, € Rsg be two sequences satisfying v, — Yo and p, — po as
n — oo. Let (Pn(§),cn) denote any connecting solution to (4.1.1) with p = p, and v = 7,. Then,

after possibly passing to a subsequence, the limit

lim P,(§) = Py(§) (4.3.11)
erists pointwise and also the limit
lim ¢, = ¢ (4.3.12)

exists, with |co| < co. Furthermore, Py(€) satisfies the limiting differential difference equation

0Py (€) = coPy(€) = F(Po(€), Po(§ + 1), -, Po(§+7n), o) (4.3.13)

almost everywhere. In addition, we have the limits

lim Py(€) = +1. (4.3.14)

r—to0

We remark that the case vo = 0 can occur.

Proof. Using the fact that the functions P, (&) satisfy P/ > 0, we may argue in a standard fashion

that, after passing to a subsequence, the pointwise limit Py(§) = lim,,— o, P, (§) exists for all £ € R.
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Due to the limits lim, o P, (§) = &1, we have [~ P/ (s)ds = 2. Writing F(§) = liminf,, .o P, (€)
we obtain, using Fatou’s Lemma,

/OO F(s)ds < 2. (4.3.15)

—o00
In particular, this implies that the measure of the set for which F(s) = oo is zero. Letting 3, be

any sequence with 3, — 0 as n — oo, we have that, if we choose &y appropriately,

liminf 3, (P (&) — P, (&)) =0 almost everywhere . (4.3.16)

n—oo

Now suppose that liminf,, o |¢,| = co. Without loss assume ¢,, > 0. Write g9 = ¢(po) and fix a
point

g« € (qo, 1) (4.3.17)

Let (&) = Pp(cn€ + &), where &, € R is such that P,(&,) = g«. Then (4.1.1) in integrated form

gives us

e (€) = 4 (60) — (2n&) — n(60) = | CF(an(s) (s 4 mes) (s + ), pn)ds.

“ (4.3.18)
Again, because the x, are monotonically increasing functions, we can pass to a subsequence for
which the pointwise limit z(£) = lim,_ . z, (&) exists and is continuous at all but countably many

—1,./

points. We have seen above that liminf,, . Onc, '@, (§) = 0 almost everywhere, for a sequence

1

Bn — 0. After taking the limit liminf,,_,., we thus obtain, using 8, =¢,," — 0,

4
—(z(&) —2(%)) = / F(2(s),z(s),...,2(s), po)ds, (4.3.19)

which holds almost everywhere. By redefining « on a set of measure zero, which does not affect the
right hand side of (4.3.19), we can make this identity hold everywhere. From this identity we also

see that z(€) is differentiable and satisfies

—a/(§) = B(@(©), po)- (4.3.20)

Since z(£) < g, for almost all £ < 0, we cannot have z(§) = 1 for some &, as this would imply
z(§) = 1 for all £&. Now z,(§) > ¢, for all £ > 0, hence also 1 > z(§) > ¢. for £ > 0 and thus

/(&) = —®(x(£),po) < 0 whenever £ > 0. On the other hand, x/,(£) > 0, hence 2'(£) > 0, for all
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. This contradiction implies that liminf, . |c,| < co. Thus, after passing to a subsequence, the
limit ¢ = lim,,_, ¢, exists.
Integration of (4.1.1) yields

13
_777«(P7/z(£) - Pé(f())) - Cn(Pn(g) - Pn(f())) :/ F(Pn(s),Pn(s—i—rl),...,Pn(s—i—rN),pn)dS.

o
(4.3.21)
Consider the case where g # 0. Notice that y,(§) = 1 — P,(§) is a monotone decreasing function
on the real line, which satisfies the linear equation (2.3.3) with coefficients given by (3.3.9), with
z1 = 1 and z2 = P,. Referring to these coefficients as A;,(§), we see that they are bounded

according to (3.1.2) and that Assumption 3.1.1 holds. From the proof of Lemma 3.1.1 we see that

(&) = —Buyn(8), (4.3.22)

in which B,, = % — a,s‘" —l—,cy—". Now there exists ag such that 0 > ag , > g, as the functions y,, (£)
are uniformly bounded and D, F is a continuous function, which attains its maxima and minima
on compact sets. This means that the constants B,, are bounded, 0 < B,, < B for some B. From

4.3.22) we now see that 4/ and hence P’
( Yn

’ are uniformly bounded. From the differential equation

(4.1.1) it now also follows that the functions P,/ are uniformly bounded. Thus P/, is an equicontinuous
family, allowing us to pass to a subsequence for which P} (§) — Pj(£) and P, (&) — Py(&) uniformly
on compact intervals.

Thus, taking the limit liminf,,_, o in (4.3.21), we now obtain for all vy > 0

13
—70(P5(8) = P(&)) —co(Po(€) — Po(o)) =/ F(Py(s), Po(s +71),..., Po(s +7n), po)ds, (4.3.23)

which holds for all £ € R if vy # 0 and almost everywhere if 79 = 0. In case 79 = 0 and ¢g # 0 we
can again by redefining Py on a set of measure zero ensure that (4.3.23) holds for all £ € R. After
differentiation we see that Py(&) satisfies the differential difference equation stated in the theorem.

We now set out to prove the limits (4.3.14). Because Py(§) is a bounded monotonically increasing
function, the limits lime_, 45, Py(§) exist. We will refer to these limits as Py(§). When ¢y # 0, the
function P}(§) decays exponentially, and when o # 0, the function P['(£) decays exponentially.

Taking the limits £ — 400 in equation (4.3.13) we obtain

0 = F(Py(+00), Py(£00), ..., Py(£00), po) = ®(Py(£0), po), (4.3.24)



52

which implies that

Py(£0) € {-1,q(po),1}. (4.3.25)
Since we know that P,(§) < 0if £ < 0 and P,(&§) > 0 if £ > 0, we have that Py(§) < 0if £ <0 and
Py(¢) > 0if € > 0 almost everywhere. In particular, if g(po) = £1 then the proof is complete as then
necessarily Py(d+00) = 1. Thus assume that ¢(pg) € (—1,1). Fix any points ¢; and ¢o satisfying

—1<q1 <q(po) < g2 <1andlet &,,(, € R be such that

Pn(g)gchv §<<n;
@S P(€) Sq2, G <E<&n, (4.3.26)

Without loss (we may always pass to a subsequence) we may assume the limits &, — & and (, — (o
both exist, although possibly are infinite. It is enough to show that the difference &,, — ¢, is bounded.
Indeed, if this is the case, and if &, and hence also (,, are themselves bounded, so that £, and (y
are both finite, then Py(§) < ¢ for all & < (p and Py(§) > ¢o for all £ > &y, which with (4.3.25)
implies the limits (4.3.14). The case £y = (o = £0o cannot occur, since then either Py(§) < g1 or
Py(§) > g2, hence Py(€) = £1 for all £ € R, which is a contradiction.

To prove that &, — ¢, is bounded, assume &, — (,, — oo and define

Tnt(§) = Pu(§+ &), 2n—(§) = P+ Gn) (4.3.27)

Upon passing to a subsequence and taking limits z,+ — x4+ as above, we obtain solutions of
(4.3.13) which satisfy the four boundary conditions in (4.3.8) with g(po) replacing ¢(p). However,

this is impossible by Lemma 4.3.2. O

Lemma 4.3.4. Suppose that the function q : V. — R associated to (4.1.1) satisfies q(p*) = 0 for

some p* € V. Then (4.1.1) with p = p* has a connecting solution (P(€),c) for some c € R.

Proof. First we consider the specific equation for some k > 0,

—ya" (&) — 2 (&) = B (w(€ — k) — 2(6)) — f(x(€)), (4.3.28)
in which f is given by

fr(a? —1)

2 — =
T + 2yz(2® — 1), [ =tanhk, (4.3.29)

fz) =
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for z € [~1,1]. Outside this interval f is modified to be a nonzero C! function on the real line. It
is routine to check that x = tanh(§) satisfies (4.3.28).
Now let g : [0,1] — [0,1] be any C' smooth function satisfying g(3) = 0 and g(3) = 1 and

consider the family of equations

—ya"(€) — (&) = (1= g(p)(B7 (a6 ~ k) — 2(©) — [ (2(©)) )

+9(p)F (x(€ + 7o), ..., x(E +7N), p")

(4.3.30)

for p € [0,1]. It is easy to see that this family satisfies the conditions (bl) through (b5), with
q(p) = 0 for all p € [0,1]. We know that at p = % the equation (4.3.30) has a connecting solution,
namely ¢ = 1, x = tanh{. Due to Proposition 4.2.1 we see that solutions to (4.3.30) exist in a
neighbourhood of p = i and Theorem 4.3.3 allows us to extend this continuation to the interval
(0,1). This proves the claim, as at p = % the system reduces to the specified equation (4.1.1) with
p=p". a

In case there is no value p* for which ¢(p*) = 0, the following lemma shows that we can choose
an arbitrary value pp € V' and embed the differential difference equation (4.1.1) with p = pg into a
new family which does have g(p.) = 0 for some p*. We can then again apply the reasoning in the

proof of Lemma 4.3.4 to the new family to obtain a connecting solution to our original family at

p = po-

Lemma 4.3.5 (see [24, Lemma 8.6] ). Consider the system

—ya"(€) — ca' (&) = Fo(x(€ + 7o), ..., x(€ + 7)) (4.3.31)

satisfying the conditions (b1) through (b5) without the parameter p. Assume that ¢ = qo € (—1,1)
for the quantity in condition (b5). Then there exists a family (4.1.1), with V = (—1,1) and q(p) = p,
satisfying the conditions (b1) through (b5), which reduces to (4.3.31) at p = qo.

We now have all the ingredients to complete the proof of Theorem 4.1.1.

Proof of Theorem 4.1.1. One can use Lemma’s 4.3.5 and 4.3.4 to establish the existence of a solution
at some parameter p, € V, after which a global continuation for all p € V' of this solution can be
constructed using Theorem 4.3.3 and Proposition 4.2.1. Uniqueness follows from Lemma 4.3.1.
Here we have assumed V is connected, if not, use this construction for each connected component

of V. O
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Chapter 5

The Algorithm

5.1 The Problem

In this chapter we present a numerical method for solving the nonlinear autonomous differential

difference equation

—ca' (&) — 2" (€) = F(z(§)) + G(z(§+ 1), z(E+712), ..., z(E+7N)), (5.1.1)

in which v > 0. As in the previous chapter, we demand that r; # r; if ¢ # j and r; # 0 for
i=1...N, where N > 1.

The difference between the equation (5.1.1) presented here and the family (4.1.1) used in the
previous chapter, is the explicit splitting between the dependence on the shifted arguments (€ +7;)
for 1 <4 < N and the unshifted argument 2(£). In the context of the algorithm presented in this
section we will see that this splitting is useful, as it allows us to isolate and relax the dependence on
the shifted arguments, which of course cause all the numerical difficulties.

Throughout this chapter we will assume that the appropriately modified conditions (b1) through
(b5) introduced in the previous chapter apply to the functions F' and G. For completeness we have

listed the modified conditions below.
(c1) The nonlinearity F': R — R is C''-smooth. Also, G : RY — R is Cl-smooth in RY.

(c2) The first order derivative D1F' : R — R is locally Lipschitz in w. Also, the Jacobian
DG : RN — R is locally Lipschitz in v.

(c3) For j =1,...,N, we have that

> 0. (5.1.2)
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(c4) Let I' : R — R be defined as

I'(¢) = F(¢) + G(¢,0,...,0). (5.1.3)

Then for some quantity a € (—1, 1) we have that

P(-1)=T(a)=T(1)=0
I'(¢) >0, ¢ € (—o0,—1)U(a,l) (5.1.4)
I'(¢) <0, ¢€(—1,a)U(l,00)

(c5) We have that
DiI'(—1,p) < 0if a # —1,
DiI'(a,p) >0ifa e (—1,1), (5.1.5)
DiT(1,p) < 0if a # 1,

for the quantity a introduced in condition (c4).

In the present context the functional G : WO2 xR x V — L introduced in (4.1.7) is given by

G(9,0)(€) = —79"(€) — cd'(€) — F(8()) — G((€)). (5.1.6)

in which we have used the notation ¢(¢) = (¢(§ +r1), 06 +712),...,0(6 + TN)) € RV. Following
Definition 4.1.1, we define a connecting solution to (5.1.1) to be a pair (¢,¢) € W'> x R which
satisfies (5.1.1) and has the limits

Jim 6(6) = £1. (5.1.7)

5.2 The Newton iteration

It is clear that solutions to (5.1.1) correspond to zeroes of the operator G defined in (5.1.6). The
numerical method we use to solve the differential difference equation (5.1.1) consists of applying a
variant of Newton’s method to find a zero of the operator G which satisfies the boundary conditions
(5.1.7). Normally, applying Newton’s method to seek a zero of G would involve an iteration step of

the form
(¢n+17 CTL+1) = (d)n; Cn) - [D1,29(¢n; Cn)]_lg(¢n, Cn)- (521)

To execute this step one would have to solve the linear differential difference equation

Dl,Qg((bnv Cﬂ)(¢n+1a Cn+1) = Dl,Qg((bnv Cﬂ)(¢n7 Cn) - g(¢n, Cn). (522)

Since this is a difficult procedure due to the presence of the shifted arguments, we want to reduce their
contribution as much as possible. To this end, we define the linear operator F* : W% x R — L™,
given by

Fr(d,e)(€) = =79 (&) — cd'(€) — F(6(€)) — nG(9(9)), (5.2.3)
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in which p € [0,1] is a fixed relaxation parameter. Since F' and G do not depend on ¢ and since
F and G are both C'-functions, F# and G are C' Frechet differentiable. In particular, taking the
derivative of F* with respect to the first two variables, we see that Dy 2 F*(¢,¢) : Wg'™ x R — L

is given by

D12 F™ (¢, ¢) (1, b)(€) = =" (€) — e' (&) — DiF(¢)1(€) — uD1G(@)b(€) — b’ (€).  (5.2.4)

This operator D; 2 F*(¢,c) will play an important role in the variant of Newton’s method we em-
ploy to solve (5.1.1). In particular, the iteration step in our method cousists of solving the linear

differential difference equation

D1,2-7:M(¢na Cn)(¢n+l; Cn+1) = D1,2-7:M(¢n; Cn)((bna Cn) - g(d)n; Cn)- (525)

We note here that when p = 1, the iteration step (5.2.5) is equivalent to the Newton iteration
defined in (5.2.1). However, when p = 0, (5.2.5) is just an ordinary differential equation, which can
be solved using standard techniques.

It will be useful to rewrite (5.2.5) in the form

(¢n+1a Cn+1) = (¢m Cn) - [D1,2-7:'u(¢m Cn)]_lg(¢7lv Cn)- (5-2-6)

At the moment it is not yet clear if this iteration step is well-defined. In particular, we will show
that for p close enough to 1, the operator Dq o F* (¢, c.) is invertible for all pairs (¢, c,) sufficiently

close to the solution (¢, ¢).

5.3 Convergence of the method

The main theorem of this section roughly states that the numerical method introduced in Section
5.2 converges to a solution of (5.1.1). In order to make this precise, we need to define what we mean

by a point of attraction of the Newton iteration (5.2.5).

Definition 5.3.1. A pair (¢,c¢) € Wé’oo x R is a point of attraction of the Newton iteration (5.2.5)
if there is an open neighbourhood S C Wé’oo x R, with (¢, ¢) € S, such that for any (¢, co) € S,

the iterates defined by (5.2.5) all lie in W™ x R and converge to (¢, c). O

Theorem 5.3.1. Let (¢,c) € W02’oo X R be a connecting solution to the nonlinear autonomous
differential difference equation (5.1.1). Then there exists € > 0 such that (¢, c) is a point of attraction

for the Newton iteration (5.2.5) for all u satisfying |p — 1| < e.
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Theorem 5.3.1 will be proved in a number of steps. We first prove that the Newton iteration
(5.2.5) is well-defined for appropriate choices of the parameter p and the initial condition (¢g, co).
Then we will consider the linearization of (5.2.6) around the solution (¢,¢) and prove that the
spectral radius of this linearized operator is smaller than one, which will allow us to complete the
proof.

The first two lemma’s use the fact that Dj 2G(¢,c) is an isomorphism to show that this also
holds for the operator D 2 F*(¢., cs), for pairs (¢, c.) sufficiently close to (¢, c).

Lemma 5.3.2. Let (¢,¢) € Wo'™ x R be a connecting solution to (5.1.1). Then there exists € > 0

such that Dy 2 F* (¢, c) is an isomorphism for all p satisfying |pn — 1] < e.

Proof. We start out by noting that D 2F'(¢,¢) = Di2G(¢,c), which is an isomorphism from
WE™ x R onto L. It follows from [27, Theorem 5.10] that [D; 2G(¢,¢)]~" is a bounded linear
operator. We can thus write v = H[Dl,gg(d), c)]_1|| and since D1 2G (¢, c) is a nontrivial operator,

0 < v < oo must hold. Noticing that
I[D12F"(¢,¢)] = [D12F"2(, )]l = |p1 — pal | D1G(9) | (5.3.1)
and using the fact that ||D1G(5)|| < 0o as ¢ is bounded, we see that we can choose ¢ > 0 such that

ID127#(8,)] - [D126(6, )l < 5 (532)

whenever | — 1| < e. Now fix 1 € (1 —€,1 4 €) and let I be the identity operator on Wy x R.

Since

|1 = [D1.2G(6,¢)] [D12F*(¢, c)]|

= [[[D1.2G(6, )] ([D12G(6, 0)] = [D12F*(9,0)])|| < 50 =5 < 1,
Neumann’s Lemma implies that [D12G (¢, ¢)] " [D12F* (¢, c)] is invertible and hence D; 2 FH (¢, c)

(5.3.3)

has a left inverse. Because Di 2G(¢,¢) is an isomorphism, it has a left and right inverse and so by
an analogous argument involving the identity operator on L*° the existence of a right inverse for

Dy 2 F*(¢, ) can be established. This completes the proof that D s F* (¢, ¢) is an isomorphism. O
For convenience, we define open balls By, 5.5 in Wy™ x R given by
Bybs = {(ds,¢) € WS X R [|[(1,0) = (¢, )| < 8} (5.3.4)

Lemma 5.3.3. Let (¢,¢) € WP™ x R be a connecting solution to (5.1.1). Then there exists e > 0,
such that for all p € R with |p— 1| < €, there is an open ball B = By 5, for some 6 > 0, with the

property that the linear operator D1 oF" (¢, cy) is an isomorphism for all (¢.,c.) € B.
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Proof. The proof is analogous to the proof of Lemma 5.3.2. One uses the fact that D 2 F*(¢,c) is

invertible and the observation that HDLQ]"’“(QB, &)|| is continuous with respect to (¢,¢) in the norm

on VVO2 " x R. To establish this, one needs the local Lipschitz condition (¢2) on the derivatives of F
and G. Together with Lemma A.3 and the boundedness of all ¢, € VVO2 "> one establishes that for
fixed ¢, and for all ¢, with [|¢.. — ¢«|| < C, we have [D1F(¢x)(§) = D1F(¢4x)(§)] < D[4 — |
for some D < co. With this estimate, the continuity is easily established. O

We remark that Lemma 5.3.3 guarantees that for p close enough to 1, there exists > 0 such

that the Newton iteration step given by (5.2.5) is well-defined whenever (¢, cn) € Bg.c,5. We can
now define the operator H* : By .5 — W™ x R given by

H"(s, ) = (ds, ) = [D12F" (9s, )] 7 G(0s, ). (5.3.5)

Lemma 5.3.4. Let (¢,¢) € W2'™ x R be a connecting solution to (5.1.1). Then there exists € > 0
such that for all p satisfying |u — 1| < €, the operator H* defined by (5.3.5) is Frechet differentiable
at (¢,c). For these values of u, the corresponding derivative with respect to ¢, and c. at this point
is given by

Dy oH"(p,c) = I — [D12F"(¢,¢)] ' D12G(6, c). (5.3.6)
Proof. From Lemma 5.3.2 we know that there exists € > 0 such that for all u satisfying |u — 1] < e,
D1 2 F*(¢, c) is an isomorphism. From the proof of Lemma 5.3.2 we also know that for such p we
have ||1— [D12G(¢,c)] "' D12F*(¢,c)|| < 1. Now fix p satisfying [ — 1] <.

Fix 8 > 0. We know that G is Frechet-differentiable at (¢, ¢), hence there exists d; such that

[G(dss cx) = G(¢, ¢) — D1,2G(, ¢)[(ds5 ¢x) = (¢, )| < BI(d¢x) — (&, ) (5:3.7)

for all (¢«,cs) € Bg,c,5,- From Lemma 5.3.3 we know that there exists d2 such that D o F* (s, c4)
is an isomorphism for all (¢s,c.) € Bgecs,. In the proof of Lemma 5.3.3 we have seen that
|D1,2F*(¢s, ci)| is continuous in ¢, and c,. Using this, we see from Lemma A.2 that there exists

03 > 0 such that
[[D12F* (¢, 0)] 7" = [D12F* (¢, )] ' [D12G(6, 0)]|| < B (5.3.8)

whenever ||(¢, ¢) — (¢, ci)|| < 3. From (5.3.8) it also follows that when |[(¢, ¢) — (d«, cs)|| < I3 we

have

[[D1,2F* (9, ¢:)] 7 [D1,2G(6, 0)l|| < B+ [|[D1,2F*(, )] [D1,2G(¢,0)]|| = 8+ C (5.3.9)
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for some finite constant C. Using the identity

[D1 2 F*(uy )] ™ = [D1,2F*($s, )] [D1,2G(¢, ¢)][D1,2G(9, )] 7, (5.3.10)

we see that ||[Dy,2F#(¢x, ¢x)] || < D(B+C) for some finite constant D, whenever ||(¢, ¢) — (¢, cx)|| < 3.

Now choose § = min(d1, d2, J3). Using the fact that (¢, c) = H*(¢, c) we obtain for all (¢, cx) € By c.s

| H" ¢y c2) = H (), ¢) = [I = [D1,2F*(¢, )] "' D1,2G(, ¢)][(¢, i) — (6, 0)]||

= [[[D12F"(6, €)' D1,2G (@, O)(4, ¢) — (6,0)] = [D12F (e, )] ' G (e )

< ||~ [D12F (hs, )] 7HG(hs, i) — G(9, €) — D1,2G(9, ¢)[(ds, i) — (&, 0)]|| (5.3.11)
+ [l[D1,2F (¢, )]t — [D1,2F (¢, )] H[D1,2G(, ¢) (¢4, i) — (¢, 0)]]||

< (DB+O)B4+P) (9, ¢x) — (d,0)]-

This completes the proof that H* is Frechet differentiable. O

We can now use the fact that Dq 2F*(¢,c) is an isomorphism to establish the crucial fact that

the spectral radius of the linear operator Dy 2 H* (¢, c) is less than one.
Lemma 5.3.5. Let (¢,¢) € W02’°° xR be a connecting solution to (5.1.1). Let 6" denote the spectral

radius of D1 oH*(p,c). Then there exists € > 0, such that for all p satisfying |u — 1| < €, we have

ot < 1.

Proof. Writing out the eigenvalue problem for Dy o H* (¢, ¢), we obtain the equation

(1 = w)[D12F(¢, )] [D1G(@)¥] — A, b) = (0,0), (5.3.12)

where A is the eigenvalue and (1, b) are the eigenfunctions. After applying D1 2F" (¢, c) and using

the explicit form of D; o F* this is equivalent to
—Dy 2 F* N (g, 0)(4,b) =0, (5.3.13)

in which
1 —
a0 = p+ —*2. (5.3.14)

We know from Lemma 5.3.2 that there exists 6 > 0 such that D; 2F"(¢,c) is an isomorphism for
all p satisfying |u — 1| < §. If we now choose € = %, we see that for all p satisfying |y — 1| < € and
for all |A| > 1,

|mm—ugg+gm*ga (5.3.15)
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In particular, this means that for these p and A equation (5.3.13) has only the zero solution, as
D1 2 FFN (6, ¢) is an isomorphism. Thus for these u there cannot be any eigenvalues A with || > 1,

proving that 6# < 1. O

We are now ready to complete the proof of Theorem 5.3.1.

Proof of Theorem 5.3.1. Fix § > 0 such that for all u satisfying |u — 1] < 8, we have that the
operator H* is well-defined in a neighbourhood of (¢, ¢) and Frechet differentiable at (¢, ¢), together
with the inequality 6# < 1, where 6# is the spectral radius of Dy o H*(¢,c). Now fix u satisfying
| — 1] < B, write H = H* and & = 6" and choose € > 0 such that 6 + ¢ < 1. Let H? be the p-fold
iterate of H. Since H is Frechet-differentiable at (¢, ¢), so is HP. From the chain rule it follows that
Dy 2HP(¢,¢) = [D12H (¢, c)]P.

From Lemma A.4 it follows that we may choose p such that

D1 2H (8, €))7l < (6 +€)7, (5.3.16)
(G+eP+e<l.

Let s be an integer. From the Frechet-differentiability of H® we know that there exists § > 0, such

that for all (¢«,cs) € By s and for all 1 < s < p,

[H® (s, ) = H (¢, ¢) = [D12H(, 0)]*[(9s, ) — (8, 0)][| < €l(¢, i) — (&, 0)]].- (5.3.17)
With this we can compute

[H? (s, cx) = (@,0)| < [[H (@, ) — H (o, ¢) — [D1,2H (9, 0)]*[(¢4, i) — (9, O]l
+ ||[D172H(¢7 C)]SH ||(¢*7 c*) - (¢, C)” (5318)
(I[D12H (8, c)]*[| + €) [[(d: ¢x) — (&, ) -

IN

Writing

w = max (e, max {||[D12H (¢, ¢)*[| | s=1...p}), (5.3.19)

we see that we can ensure H*(¢o,co) € Bg.c 5, for s =1...p by choosing (¢o,co) € By cs, /2w For

s = p equation (5.3.18) reduces to

[HP(¢e, ) = (&, ) < (6 + )" + € [[(De, ) = (9,0 - (5.3.20)
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Combining everything, we see that by choosing (¢o, co) € By ¢ 5/2. all the Newton iterates lie in the
ball By . 5. Now choosing ¢ > 0 so small that H is well-defined on By . 5, we see that the Newton

process is well-defined and satisfies

Jim (@) = (6,0]) < lim @u)((@+ 07+ 60,00 = (@l =0, (5:321)
This concludes the proof of the theorem. O

Remark 5.3.1. It is not clear if Theorem 5.3.1 holds for = 0. The equations (5.3.1) and (5.3.2)
from the proof of Lemma 5.3.2 give us information about the values of € which satisfy the claim in
Theorem 5.8.1. In particular, smaller values of || D1G|| give us larger possible values of €. Referring
back to (1.7), we see there that || D1G|| is proportional to the parameter «. Since we are interested
in solutions to (1.7) far from the continuous limit, i.e., for small values of the parameter a, this
observation leads us to believe we can take pn = 0 in many cases of interest. See Section 6.5 for a
further discussion and some numerical examples.

One can also try to find conditions on the system (5.1.1) for which D1 2F*(p,c) is an isomor-
phism from W02’oo onto L™ for all =1 < s < 1. The theory developed in Chapter 4 however does not
cover these cases, but some of the results in Chapter 3 have been stated in a more general setting

than the one in which they were used in light of such a deeper investigation.



Chapter 6

Numerical Results

In this chapter we give a detailed discussion concerning our implementation of the method discussed
in Chapter 5. Some numerical results obtained by our algorithm are presented in order to illustrate
some of the key phenomena encountered in the qualitative study of lattice differential equations,
together with some of the technical difficulties involved with the numerical computation of solutions

to such equations.

6.1 The test problem

All the results in this section were obtained by solving the differential difference equation given by

—79"(€) — ¢/ (€) = e(P(§ + 1) — ¢(€ — 1) = 26(€)) — f((€), a), (6.1.1)
in which f is a cubic nonlinearity given by
flz,a) =2(z — 1)(x — a), (6.1.2)

where a € (0,1) is a continuation parameter. The solutions of (6.1.1) were required to satisfy the
limits

d(—00) =0, ¢o0) =1 (6.1.3)

and were normalized to have ¢(0) = a.
We remark here that this choice of limits and normalization condition differs from the one used in
the theory developed in Chapters 4 and 5. This has been done to be consistent with the experimental

work in [13], so that the results in this section can be easily compared to the results in [13, Section
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5]. The generic behaviour of the solutions is of course unaffected by this choice, as the solutions
corresponding to different choices can be related to each other by linear transformations and shifts.

It is easy to verify that the family (6.1.1) satisfies all the requirements (c1) through (c5) from
the beginning of Chapter 5, where a plays the role of the detuning parameter p. Of course, the
precise statement of these requirements will have to be modified in an obvious manner to account
for the different limits and normalization condition. Also note that if ¢(z) is a solution to the
problem (6.1.1) satisfying the limits (6.1.3) at some parameter a = ag with wavespeed ¢ = ¢, then
Y(x) =1 — ¢(—x) is a solution to the same problem with a = 1 — ap and wavespeed ¢ = —¢y and

also satisfies the limits (6.1.3).

6.2 Implementation details

Performing the iteration step defined in (5.2.5) with g = 0 amounts to solving a boundary value
problem on the real line. This observation in principle allows one to perform the Newton iterations
requiring the help of a boundary value problem solver for ordinary differential equations only. Of
course, in practice, one has to truncate the problem to some finite interval [L, R]. As we have seen
that the solutions approach their limits exponentially, one expects that if the interval is chosen to be
large enough, the solutions will not be affected much. In Section 6.6 we will present some numerical
data to illustrate the importance of the choice of interval.

At each iteration step the boundary value solver COLMOD [6] was used in our C++ implementation
to solve the boundary value problem at hand. The boundary conditions imposed were chosen to be
o(L) =0, ¢(R) = 1 and ¢(0) = a, to pick out the unique translate. As the boundary value problem
which has to be solved has degree three, these boundary conditions are sufficient. This is one of
the reasons why we included the v¢” () term in the differential difference equation, as otherwise we
would have too many boundary conditions. This second order term also has a smoothening effect
on the solutions, since they always are twice differentiable as long as v > 0, even if ¢ — 0 and the
solutions with v = 0 may become discontinuous. We will study the v — 0 limiting behaviour in
Section 6.4.

If the wavespeed satisfies ¢ # 0, then in principle it is also possible to perform the Newton
iterations (5.2.5) with v = 0 using a boundary value problem solver. One chooses the boundary con-
ditions ¢(L) = 0 and ¢(R) = 1, but omits the normalization condition ¢(0) = a. This normalization
can be restored by shifting the resulting solution, as it is a monotone increasing function. Abell,
Elmer and Van Vleck take this approach in [1]. However, in the singular perturbation limit ¢ — 0,
this will no longer work, as the boundary value problem which has to be solved becomes singular

and COLMOD can no longer handle it. This is the main reason why we included the v¢”(£) term.
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Figure 6.1: In (a) the waveprofiles y(x) have been plotted for solutions to the differential difference
equation (6.1.1) with v = 107% and € = 0.1, at different values of the detuning parameter a. Please
note that for presentation purposes the curves have been shifted by different amounts along the x-
azis. In (b) the a(c) relation has been plotted, i.e., for each value of the detuning parameter a the
corresponding wavespeed ¢ is given. The solid dots represent the wavespeeds corresponding to the
curves in (a), which have been continued to a < 0.5, using the observation that Y(§) =1 — ¢(=&) is
a connecting solution with wavespeed —c if ¢(£) is a connecting solution with wavespeed c¢. From (b)
it is easily seen that there exists a montrivial interval of a in which ¢ ~ 0, hence propagation failure
occurs.

We shall see that we can choose 7 to be small enough to prevent this extra term from having a large
effect on the solutions, at least when studying the family (6.1.1).

One of course also has to supply a starting value (¢o,co) for the Newton iterations. It turns
out that this is very hard in general: very often the algorithm requires a very accurate initial
guess to converge. One has to use the technique of continuation to arrive at a suitable starting
value. In general, this means that one starts by solving an ”easy” problem to a certain degree of
accuracy and gradually moves toward the "hard” problem, using the solution of one problem as the
starting value for the next problem which lies "nearby”. It is here that the continuity in parameter
space established in Proposition 4.2.1 comes into the picture. More precisely, identifying a specific
equation from the family (4.1.1) with the corresponding parameter p € V, a continuation scheme
from an ”easy” problem pg to a "hard” problem p; is a continuous function II : [0, 1] — V satisfying
TI(0) = po and TI(1) = p;. Under appropriate conditions Proposition 4.2.1 tells us that the solutions
(b(l_[(s)) will vary continuously with s as s increases from 0 to 1. A continuation scheme for our
family (6.1.1) could, for example, vary the detuning parameter a, the size of the delay term ¢, the

size of v or combinations of these parameters.
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Figure 6.2: In (a) the waveprofiles y(z) have been plotted for solutions to (6.1.1) with v =10~ and
€ =5, at different values of the detuning parameter a. The wavespeeds for these solutions are given
in (b). The calculations to obtain the solution curves in this figure were performed on the finite
interval [—15,15]. Notice that in (b) there is no nontrivial interval of a for which ¢ = 0. Indeed, the
solution curves in (a) remain continuous as a — 0.5.

Our implementation requires an initial stepsize Asgy and starts out by setting As = Asy. The
variable As is used to control the speed in which the continuation scheme is applied: the algorithm
will try to solve the problem corresponding to p = Il(s. + As) once the problem II(s,) has been
solved, using the solution to II(s,) as an initial value. If unsuccessful, As is decreased and another
attempt is made. The number of iterations needed to solve an intermediate problem can be used to
adjust the stepsize As. For example, if the convergence was fast, then a bigger leap in parameter
space can be attempted, while if the convergence was very slow, As can be decreased. One can also
control the rate of convergence by specifying to what degree of accuracy the intermediate and final
problems should be solved. If one relaxes the intermediate tolerance, the time needed to solve each
individual problem will of course decrease, but the total number of problems which have to be solved
might increase due to the fact that the initial guesses will be worse. A good deal of fine tuning is

required here.

6.3 Propagation failure

The phenomenon of propagation failure has been studied extensively in [24]. In particular, in

Corollary 2.5 of [24] it is shown that for our family (6.1.1) with v = 0, there exist quantities
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Figure 6.3: Waveprofiles y(x) for solutions to (6.1.1) with v = 10~* and € = 1 have been plotted in
(a), while (b) gives the corresponding wavespeeds. We again see from (b) that there is no nontrivial
interval of a for which ¢ = 0.

0 < a- < agy <1, such that (6.1.1) only has connecting solutions with wavespeed ¢ = 0 for
a- < a < ay. It may happen that a— < a4, that is, that there is a nontrivial interval of the
detuning parameter a for which the wavespeed vanishes. This phenomenon is called propagation
failure. One generally expects discontinuous solutions when ¢ = 0 and v = 0. Of course, since
all the numerical computations were performed with v > 0, which forces the solutions to remain
continuous, it is not clear if one can accurately reproduce the solution profiles at v = 0 and thus

actually uncover the propagation failure.

In Figure 6.1 the calculated solutions to (6.1.1) are presented, together with their wavespeeds.
One sees clearly from Figure 6.1(b) that there is a nontrivial interval of the detuning parameter a
for which the wavespeed ¢ vanishes. Looking at Figure 6.1(a), one sees that the solutions for these
values of a exhibit step-like behaviour. In the calculations we used v = 106, which thus indicates
that for + small enough, one can hope to see the effects of propagation failure and make accurate
predictions about the parameter values at which it will occur. Propagation failure does not occur
at each value of ¢, as the a(c) curves in Figures 6.3(b) and 6.2(b) show. Notice that the solutions
in Figures 6.3(a) and 6.2(a) indeed remain smooth as a — 0.5. We remark here that the wavespeed
necessarily satisfies ¢ = 0 when a = 0.5, but it seems as if for this specific system (6.1.1), the
solutions only exhibit discontinuous behaviour when the wavespeed vanishes for a nontrivial interval

of the detuning parameter a.
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y(X)

Figure 6.4: Waveprofiles y(€) for solutions to (6.1.1) at different values of v, while a = 0.50 and
€ = 0.1 remain fized. This figure demonstrates the robust convergence in the v — 0 limit, showing
that already at v = 1075 the waveform has attained its limiting profile.

6.4 Convergence in 7 — 0 limit

As we are often interested in the behaviour of solutions to (4.1.1) at v = 0 and we can only compute
solutions for v > 0, one hopes that, if one chooses v to be small, the calculated solution will be
close to the actual solution at v = 0. Theorem 4.3.3 indeed establishes that if we have a sequence
of solutions P, (§) to (4.1.1) with v = ~,, where 7, — 0, a subsequence of the functions P, will
convergence to a solution at v = 0. However, this by no means guarantees that this convergence
will be numerically useful. Ideally, one would want the solution curves to remain stable below some

value of v, which is not too small.

In Figure 6.4 the solution curves to (6.1.1) have been plotted for a number of different values of v,
ranging from v = 1074 to v = 3 x 10719, Notice that the solution curves stay the same for v = 10~°
to v = 3 x 10719, while the curve for v = 10~* does not differ too much. One sees here that in
this example computations with v ~ 10~° will probably provide a good approximation to the actual
solutions with v = 0. In particular, the computations indicate that the discontinuous behaviour
due to propagation failure, which occurs at v = 0 and ¢ = 0, is already visible at v = 107>, This
is further illustrated in Figure 6.5, where the results in Figure 6.1 are recalculated at v = 1078,

Comparison of the two figures show that the solutions are exactly the same.
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Figure 6.5: The same results as in Figure 6.1, recalculated at v = 1078, Notice that the solutions
remain identical to the ones in Figure 6.1, again illustrating the robust convergence in the v — 0
limit.

6.5 The large delay limit

When we take p = 0 in the Newton iteration (5.2.5), we are neglecting the presence of the shifted
term G. In particular, referring to (5.3.1) in the proof of Lemma 5.3.2, one expects that when the
norm of the shifted term G becomes large, problems will arise with the invertibility of the operator
D 2 F* and hence with the convergence of the algorithm. In our case, the importance of the shifted
term is given by the parameter e. For large €, the term e(¢(§ +1)—oE¢—-1)— 2¢(§)) in (6.1.1)
becomes increasingly important. Nevertheless, by using a suitable continuation scheme, we were
able to obtain solutions to (6.1.1) for ¢ = 5 and € = 10 at v = 10~% and @ = 0.5. These solutions
have been plotted in Figure 6.6. At these levels of € the delay term has become the dominant term.
If one wishes to increase € even further, it no longer suffices to take = 0 in (5.2.5). It is however
quite satisfactory that the algorithm can be used for practical purposes up to these levels of ¢, as it

is not at all clear from the convergence proof presented in Chapter 5 that this is the case.

6.6 Relevance of choice of Interval

The theory has been developed for solutions to (6.1.1) on the real line, while of course the computa-
tions were performed on a finite interval [L, R]. Since the solutions approach their limits exponen-

tially fast, it is intuitively clear that a sufficiently large choice of interval will not affect the solutions
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Figure 6.6: Solutions y(§) to (6.1.1) at e =5 and e = 10 in the critical case a = 0.50. The parameter
v was fized at 10~4. Here the shifted term in (6.1.1) has become the dominating term and thus one
expects the algorithm to have trouble converging.

too badly. In [25, Section 7], functional differential equations on finite intervals are considered. Not
much is known in general concerning the truncation of such equations to finite intervals, however

[25, Theorem 7.3] gives an interesting specific result on equations of the form
2 (&) = a(t)x(t) + b(t)x(t — 1) + c(t)z(t + 1), (6.6.1)

where b(t) > 0 and ¢(t) > 0 for all ¢ € R. The theorem states that there are no solutions to (6.6.1)
on a truncated interval [L, R], satisfying (L) = z(R) = 0. However, we see from [24, Theorem 2.1]
that in general (6.6.1) does have a solution on R, since the derivatives of solutions to (4.1.1) with
~v = 0 satisfy a linear equation of the form (6.6.1) when N = 2, r; = —1 and ro = 1. Practically,
this absence of solutions on a truncated interval does not matter much, since the solution on the
line will approach its limits exponentially fast. In the presence of roundoff errors this solution can
thus be treated as a truncated solution, if we choose our interval to be large enough.

In Figure 6.7 one clearly sees the effect of truncating the problem to an interval which is too small.
The strange behaviour near the boundary for a > 0.65 suggests that the solution has been influenced
by the truncation. However, at a = 0.50 we see that the solution exhibits step-like behaviour. In
this case one cannot see directly that boundary effects are responsible, as the solution curve does
not behave differently near the boundary. However, looking at the a(c) curve in Figure 6.7(b), one
does not expect propagation failure and thus step-like behaviour to occur. Thus the a(c) curve gives
us a convenient check to see if the interval has been chosen to small. Indeed, comparing Figure
6.7(a) to Figure 6.2, we see that the latter does not exhibit step-like behaviour at a = 0.5. The only

difference between the two figures is that the latter was calculated using a larger interval [L, R).
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Figure 6.7: The same results as in Figure 6.2, but now calculated on the smaller interval [—7,7].
One clearly sees that for a > 0.65 the curves are effected by the boundary. At a = 0.50 we have a
step-like solution, and by itself there is no evidence that this is due to the choice of interval. When
looking at the wavespeeds in (b) one however does not expect step-like behaviour, which leads one to
suspect that the interval is too small.



72



Chapter 7

Higher Dimensional Systems

Up to now all the theory has been developed for one dimensional differential difference equations of
the form (4.1.1). The question immediately arises if the results can be extended to higher dimen-
sional systems and how the algorithm should be adapted to handle these cases. In this chapter we
briefly discuss these issues, using a natural extension of the reaction-diffusion equation which was

investigated in the previous chapter.

7.1 Periodic Diffusion

We consider the reaction-diffusion equation on a one dimensional integer lattice,
i;(t) = ojafujen(t) — ()] + o fuj—a(t) — ui(t)] = f(u;(t), a), (7.1.1)

in which a dot marks differentiation with respect to time and j € Z parametrizes the integer lattice.
The diffusion constants «; are required to be positive, i.e., o;j > 0, but are allowed to vary spatially.

We will assume the function f to be a nonlinearity of bistable type, such as the cubic
flu,a) =du(u —a)(u—1) (7.1.2)

for some constant d.

In the introduction we have seen that one naturally arrives at an equation of the form (7.1.1)
with constant diffusion o; = a when studying the discretization of the continuous reaction diffusion
equation (1.5) on some lattice, for example when one is interested in crystals. The diffusion constant
« often depends on physical parameters like the lattice spacing, temperature and concentration,

which are not necessarily constant in space. To incorporate this in the model, one adds a spatial
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dependence to the diffusion constant « and arrives at (7.1.1). For a specific example from material
science, see [4].

Often the spatial dependence of the diffusion constant turns out to be periodic, i.e. aj1p = «;
for all j € Z for some integer P, which we call the period. For example, a crystal containing two
different types of ions, arranged alternately, will have period two diffusion.

From now on we will assume equation (7.1.1) has period two diffusion and seek travelling wave
solutions to (7.1.1). In this case it is natural to split the integer lattice into an even part and an
odd part with a separate waveform and wavespeed for each part. We also allow the wavespeed to

vary with time. We thus make the ansatz

u;(t) = { Doli = Jo cols)ds), j odd, (7.1.3)

t

be(J — [y ce(s)ds), j even.

For normalization purposes we require ¢,(0) = ¢.(0) = 0.
If one fixes the time ¢ = 0 one can solve for the waveforms ¢, and ¢, and the initial wavespeeds
Co = ¢0(0) and c. = c.(0). Writing a; = «, for odd j and o; = a. for even j and substituting the

ansatz (7.1.3) into (7.1.1), we arrive at

{ —o®,(€) = te(De(E+ 1) — $o(€)) + o9 (€ — 1) — $o(€)) — f (0, a),
—Ce(b/e(f) O‘O(¢O(f + 1) - ¢e(f) + ae(@)(f - 1) - ¢e(f)) - f(¢ev a).

We have to remark here that in general it is not possible to find a solution to (7.1.1) of the form

(7.1.4)

(7.1.3), as the wavespeeds ¢, and ¢, are not necessarily equal, which implies that for each time ¢ the
functions ¢, and ¢, will have to satisfy different differential difference equations. Taking the above
approach for each fixed time ¢ yields a different solution (¢, (t), ce(t), (¢o)t, (¢e):). However, when
we consider small time intervals, the approximation made by fixing (¢o)r = (¢0)o and (¢ )t = (e )t
will be quite accurate, especially if ¢, ~ ¢,. See [12] for further details.

Upon defining ¢, (€) = ¢o(& + 1) and ¢ (&) = ¢ (€), the system (7.1.4) becomes

{ —coBh(€) = Qe(Pe (€ +2) = Go(€)) + ao(e(€) — 60(€)) — f(ora),

& z 4 _ . N (7.1.5)
_Ce¢/e(§) a0(¢0(§) - ¢e(f) + ae(@)(f - 2) - ¢e(f)) - f((bev CL),

with normalization given by ¢,(—1) = a and ¢.(0) = a. Rewritten in the current form (7.1.5), we

can compare our results for the period two diffusion problem to the results in [12].

7.2 (General Problem
In general, we wish to solve systems of differential difference equations of the form

—7¢7(€) = ¢;8;(€) = Fj (1(€), ¢2(€), - ., o1 (€)) + G (61(8), - .- oas(6)), (7.2.1)
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for j=1...M, in which M is the dimension of the system. As usual, we have used

&) = (p(€+71),...,0(E+7n)) € RV, (7.2.2)

We require r; # 0 for 1 <4 < N and r; # r; whenever ¢ # j. We also demand v > 0 and N > 1.
Defining k(z) = (z,...,2) € RM  we speculate that one has to replace the conditions (c1)
through (c5) from Chapter 5 by their generalizations (d1) through (d5) below in order to obtain

convergence results for the Newton iteration.
(d1) F:RM — RM is Cl-smooth in RM. Also, G : RMN — RM is Cl-smooth in RMY.

(d2) The Jacobians D1 F; : RM — RM and DG, : RMYN — RMN are locally Lipschitz for all
1<j<M.

(d3) Fori=1,...M and j =1,..., MN we have that

9Gi(v, p)
Tj > 0. (7.2.3)
(d4) Let I' : R — RM be defined as
L(¢) = F(k(9)) + G(k(9), 5(0), . .., k(). (7.2.4)

Then for some quantity a € [—1, 1] we have that

I'(=1) =T(a) =T(1) = x(0),
Ti(¢) >0, ¢€ (—o0,—1)U(a,l), 1<i< M, (7.2.5)
Ti(¢) <0, ¢o€(—1,a)U(l,00), 1<i< M.

(d5) We have that
DiTi(~1) < 0ifa # —1,
DiTi(a) > 0if a € (—1,1), (7.2.6)
DiT;(1) < 0ifa # 1,

for i =1,... M, where a is the quantity introduced in condition (d4).

In analogy with previous chapters we define a connecting solution to (7.2.1) to be a collection
{(Pj,cj)}jj\il of function-wavespeed pairs, with P; € Wg'™ and ¢; € R, satisfying (7.2.1) and
possessing the limits lime_, 4o P;(§) = £1.

The operator F* from Chapter 5 in this case is an operator from (W3 )M x RM to (L>®)M,

given by

Fr({(¢i,ci)}) ;&) = =795 (&) — cd5(€) — F(61(€), - - oas(8)) — nGj (61(8),- -, o0 (§)). (7.2.7)
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The derivative Dy o F*(¢,¢) : (W)WM x RM — (L®)M is given by

Do F*({(¢i, c) DU Wi, 0)});(6) = =] (&) — (&) = DiFj(¢n, ..., dnr) - (¥1(8), - - aa(€))
—uD1G (1, o) - (1(E)s -+ 0n(€)) — b (€).
(7.2.8)
With these definitions it is clear how the Newton iterations (5.2.5) should be performed in the
higher dimensional case. However, at the moment it is entirely unclear if the Newton method is
well-defined, yet alone if it will converge. For example, the results on superexponential decay derived
in Section 3.1 and all the comparison principles obtained in Section 3.2 required detailed arguments,
which were all one dimensional in nature. We thus remark that it is not entirely trivial to extend
the convergence proof of the Newton method to higher dimensions. Indeed, in Section 7.3.2, where
we study bifurcation of the a(c) curves, we shall see that we no longer have uniqueness of solutions.
This already gives us an indication that higher dimensional systems have a richer structure than

their one dimensional counterparts.

7.3 Numerical Results

7.3.1 Period Two Diffusion

In this section, we use the Newton iteration defined in the previous section to numerically solve the

system

Qo (¢0(€) - ¢e(€)) + Qe (¢0(§ - 2) - ¢e(§)) - 15(¢e(€)) (Qbe(f) - 1) ((be(g) - a’)a

e (he(€+2) — 3o(€)) + o (de(€) — 00(€)) — 15(¢0(€)) (40(€) — 1) (¢0(€) — a),
(7.3.1)

for different values of the detuning parameter a. We fixed v = 1073 and used two different diffusion

{~wy®—%¢@>
—Y P (E) — cotly(€)

constants ae = 1.3 and a, = 1.9. The solutions were normalized to have ¢.(0) = a and ¢o(—1) = a.

In Figure 7.1 the wavespeed curves a(c.) and a(c,) have been calculated, while in Figure 7.2
solution curves (ye,y,) have been plotted for different values of the detuning parameter a. From
Figure 7.1 we see that there is a nontrivial interval of the detuning parameter a for which ¢, ~ 0,
while ¢, stays away from zero. This implies that propagation failure can occur for the waveform v,
and hence for every other point in the lattice. Indeed, looking at the solution curves in Figure 7.2,

one sees that the function y.(x) has discontinuous behaviour at = 0 when ¢, ~ 0.
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Figure 7.1: Wavespeed plot for the constant coefficient system (7.8.1). The wavespeeds c. and c,
have been plotted against the detuning parameter a. Notice the nontrivial interval of the detuning
parameter a for which ce = 0.

7.3.2 Bifurcation

In this section we study the behaviour of solutions to (7.3.1) in the case of constant diffusion

e = @, = a. In this simplification, (7.3.1) reduces to

{ _7¢Z(§) - Ce¢/e(§) a(¢o(§) - 2¢e(§) + ¢o(§ - 2)) - 15(¢e(£)) (¢€(f) - ]-) (¢€(§) - a),
1

_7¢Z(§) - Co(bi)(g) = a((be(g + 2) - 2¢0(§) + (be(g)) - 15(¢o(§)) ((bo(g) - .
(7.3.2)

In our calculations we fixed v = 107° and set a = 1.6. The solutions were normalized to have
¢(0) = a and ¢,(—1) = a. Notice that if we choose c. = ¢, and ¢,(§) = ¢e(£ + 1), the system
(7.3.2) reduces to a one dimensional problem covered by the theory developed in Chapter 4. In
particular, this implies that for each value of the detuning parameter a there is always a solution to
(7.3.2) satisfying c. = ¢, and ¢,(§) = ¢ (€ +1).

In Figure 7.3 solution curves (ye, yo) to (7.3.2) have been plotted for different values of the detun-
ing parameter a. In Figure 7.3(a) the solutions satisfy y,(§) = ye(£ + 1) and thus the corresponding
wavespeeds are equal, c. = ¢,. However, in Figure 7.3(b) this is no longer the case. Here ¢, # ¢,

and the waveforms y. and y, are clearly not the same. We have just seen that for these values of the
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Figure 7.2: In these figures some solution plots for solution pairs (Ye,yo) to the constant coefficient
system (7.3.1) are presented. Please note that for each value of a, the curve y. has been shifted one
to the right to ease comparison with the curve y,. Also the curve pairs for different values of a have
been shifted for presentation purposes. We see that in the region where ¢, ~ 0, the solution curve
Ye(x) has discontinuous behaviour around x = 0, while the curve y, remains smooth. Notice the
sudden change in waveforms when a varies from a = 0.847 to a = 0.846, where propagation failure
sets in.

detuning parameter a there also exists a solution satisfying c. = ¢, and ¢,(§) = ¢.(£ +1). We thus
have to conclude that we no longer have uniqueness of solutions as we had in the one dimensional
case.

In Figure 7.4 the wavespeed curves a(c.) and a(c,) have been calculated. Here we see that there
are two intervals of the detuning parameter a for which ¢, # ¢,. We call these regions period two
bifurcation regions. In these regions the solution with ¢, = ¢, is no longer stable and the Newton
algorithm cannot find it. At present, it is unclear how to extend the one dimensional theory to cover
this case, but from this example it is already clear that higher dimensional differential difference

equations have a much richer structure.
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Figure 7.3: In these figures some solution plots for solutions (Ye,Yo) to the constant diffusion system
(7.8.2) are presented. In (a) the curves for y. and y, are identical (and thus overlap) for each shown
value of the detuning parameter a, while in (b) these curves are no longer identical.

0.8 H

0.0

Figure 7.4: Wavespeed plot for the constant diffusion system (7.3.2). The wavespeeds ce and ¢, have
been plotted against the detuning parameter a. Notice the existence of two regions for which c. # c,.
We call these regions period two bifurcation regions. The presence of these regions demonstrates
that, unlike one dimensional systems, higher dimensional systems do mot necessarily have unique
solutions.
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Appendix A

Technical details

Lemma A.1l. Suppose x,y : [t9,71] — I C R satisfy the differential (in)equalities

2" (§) < Bx(g),

(A1)
y" (&) = By(9),
on the interval [19, 1] for some B > 0. Suppose furthermore that
z(70) < y(70),
(70) < y(70) (A.2)

a'(10) <9/ (70)-

Then z(€) < y(&) for all £ € [10,71]. The above result also holds if each < is replaced by >.

Proof. We first prove the result in the case where the < signs in (A.2) are replaced by < signs.

Assuming the claim is false, define

T = inf {€ | € € [ro, 7] and 2'(€) > /(6)} (A.3)

Then certainly 7% > 79 and /(7*) = ¢'(7*). We also know that z(7*) < y(7*), as 2'(€) < y'(§) for
& € [10, 7«). However, this means =’ (7*) < y”(7*), which is a contradiction. Now consider the case
with the < signs in (A.2) and assume the claim is false. Then there exists {, € (79, 71] such that
x(&o) > y(&o). Since y(&) depends continuously on the initial data y(7o) and y'(79), we can choose
initial conditions for y such that z'(79) < y'(70) and x(m9) < y(70) and still (&) > y(&), which

gives the desired contradiction. The last statement in the lemma can be proved analogously. O
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Lemma A.2. Let X : B — B be a bounded linear operator on a Banach space B and suppose that
II — X|| < 1. Then X has an inverse X 1 and for every ¢ > 0 there erists a § > 0 such that

Y= = X~Y| <€ for every Y : B — B with | X = Y| <.

Proof. Notice that the operator

A= i (I - X)" (A.4)
n=0

is well-defined, as the sum convergences in norm and the space B(B, B) of bounded linear operators
from B to B is a Banach space. Noticing that (I — (I — X))A = A(I — (I — X)) = I we see that
A= X"1 hence X is invertible. Now write A =Y — X. If ||[[ — Y|| < 1, we also have

X‘l—Y‘l:i(I—X)”—(I—X—A)". (A.5)

n=0
Now assume that ||[I — X|| + ||A|| < 1. Then we see
_ _ < k n—k n
X'y 1H§ZZ||A|| I — X]|| <n_k). (A.6)
n=1k=1

This is a power series in ||Al|. Using the estimate

o n o n oo . -
SoS I =X (") € S =Xl = (= (= X ) <o
n=1 k=1 n=0

(A7)
we see that the power series converges absolutely for ||A|| < 1 — || — X||. Since a power series is
continuous within its radius of convergence and the constant term vanishes, the continuity claim in

the statement of the Lemma holds. O

Lemma A.3. Suppose f : RN — R is locally Lipschitz, that is, for each x € RY there exists
an open neighbourhood €, C RY and a constant L, such that for each pair y,z € Q, we have
If(y) — f(2)| < La |z —y|. Then if B C RY is bounded, closed and convex, f is Lipschitz on B, i.e.,

there exists a constant L € R such that for all x,y € B,

[f(@) = f) < Llw—yl. (A.8)

Proof. We have B C | J, .5 . Using the compactness of B, we see that there exist a finite number
M of points {xz}f\il such that B C Uf\il Q,,. Define L* = max{L,, |1<i< M}. Fixy,z€ B

and let I" be the line from y to z. Due to the convexity of B we have I' C B. Defining ﬁi =Q,, NI,
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we can write I' C Ui\il Q;. There exists a sequence {vl}Ml with M* < M of points such that

=
v =Yy € ﬁil, vy = 2 € KNZWMI and vg € ﬁik—l N ﬁik for 2 < k < M* — 1, with i; # 4 whenever
j # k. Indeed, assuming to the contrary that this is not possible, let I be the supremum of |w — y|
for points w which can be reached in this way, and let v be the point on T' satisfying |v — y| = .
Then v € Q for some k. Now choose e > 0 such that B(v) C €, and choose a valid sequence
{Ul}i\il with va« € Be(v). It is clear by definition of v that k # ¢; for all 1 < j < M*. This means
we can validly extend the sequence {vz}f\il to z if v = z or to a point beyond v if v # z. This is a

contradiction. We may now write

e
() = F) < D1 () = F(vj1)| < ML |y = 2] (A.9)

j=2
which proves the claim. O

Lemma A.4 ( [28, Theorem 10.13] ). Let X : B — B be a bounded linear operator on some
Banach space B. Then
lim || X™|Y™ =6, (A.10)

m— 00

i.e., the limit exists and is equal to the spectral radius & of X.



Notes and Comments

Here we give a chapter by chapter overview concerning the relation between the present work and

the current literature on lattice differential equations.

Chapter 2
The main results stated in Section 2.2 were obtained by Mallet-Paret in [23].

Chapter 3
The main part of this chapter is the generalization of the work in Chapters 3 and 4 from [24]. In

particular, compare Section 3.5 to [24, Chapter 4] and Section 3.3 to [24, Chapter 3].

Chapter 4
Section 4.2 extends [24, Chapter 6], while Section 4.3 should be compared to [24, Chapter 8§].

Chapter 5

Our analysis in Section 5.3 further develops the ideas in [13] and provides complete proofs for the

claims in [13].
Chapter 6

Some of the figures and examples here should be compared to those in [13]. The subject of propa-

gation failure is treated in depth in [26]. For more on the subject of continuation, see [6].

Chapter 7

See [12] for more examples and results concerning periodic diffusion.
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