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CHAPTER

ONE

Introduction

Stochastic di�erential equations with delay are the inspiration for this thesis. Ex-
amples of such equations arise in population models, control systems with delay and
noise, lasers, economical models, neural networks, environmental pollution and in
many other situations. In such models we are often interested in the evolution of a
particular quantity, for example the size of a population, or the amount of pollution
in a particular area, changing in time.

A di�erential equation with delay, or delay equation, is a di�erential equation in
which the change in time of such a quantity is expressed as a function of the value of
that quantity at di�erent points in time, in the past as well as in the present. This
is in contrast with an ordinary di�erential equation, in which the change in time of
the quantity at a speci�c time is expressed as a function of that quantity at that
speci�c time only.

We may add the in�uence of uncertainty or noise to such a delay equation. We do
this by making the change in time of the quantity also dependent on a noise process
such as a Wiener process or a Poisson process. The di�erential equation obtained
in this way is called a stochastic di�erential equation with delay or stochastic delay
di�erential equation. The change in time of some quantity under uncertainty is
called a stochastic evolution. Henceforth, when we speak of a di�erential equation,
the reader should keep this type of equation in mind.

Just describing a model, or, in mathematical language, composing a system of dif-
ferential equations, is little satisfactory. We want to be able to say something about
properties of the model, or equivalently the qualitative behaviour of the solutions of
the system of di�erential equations.

Ideally we would be able to determine the explicit solution of a given di�erential
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CHAPTER 1. INTRODUCTION

equation. This is the complete description of future behaviour of the evolution, as
a function of time and the sources of uncertainty. However this is almost never
possible for the di�erential equations which are the subject of this thesis.

Instead, to obtain a better understanding of the qualitative behaviour of solutions,
we can study stationary behaviour . Stationary behaviour is behaviour which, once
it arises, will repeat itself. Consider for example a constant value or a periodic
solution.

To understand behaviour we �rst need to understand what possible states the so-
lution of a stochastic delay di�erential equation can attain. Or equivalently, what
is the state space of such an equation? Because for delay equations the change in
time of the quantity depends on the past, in order to know the future we must know
the past. Therefore the state of the quantity does not only consist of its present
value, but also the values in the past which we require for the description of the
future of the quantity. As a consequence the state space is a function space, which is
an in�nite dimensional space. Therefore also stochastic delay di�erential equations
have an in�nite dimensional state space.

By now a large amount of theory exists on the subject of in�nite dimensional stochas-
tic di�erential equations. However, this theory is often not applicable to stochastic
delay equations due to their speci�c peculiarities. Indeed, the semigroup correspond-
ing to a delay equation is only eventually compact (and not immediately, as in the
case of the heat semigroup). Also the noise of stochastic delay di�erential equations
is degenerate: the noise only in�uences the stochastic evolution in certain directions,
not all, which is often the case with stochastic partial di�erential equations. This
degeneracy occurs because the noise cannot in�uence the past, which is however part
of our state space.

After this introduction we �rst describe stochastic di�erential equations in in�nite
dimensions (Chapter 2). In the subsequent chapter (Chapter 3) we use this theory
for the de�nition of stochastic delay di�erential equations. As an ingredient we will
introduce the delay semigroup, which describes solutions of linear delay equations.
In that chapter we also describe some properties of the delay semigroup: it being
eventually compact, and the fact that the inner product on the state space can be
chosen in such a way that the delay semigroup is a generalized contraction.

We may then embark on the study of long term dynamics of stochastic delay equa-
tions. For this we return to the notion of stationary behaviour. For stochastic
di�erential equations, stationary behaviour is characterized by a probability distri-
bution on the state space which is invariant under the stochastic evolution: once
the solutions of the stochastic di�erential equation have this probability distribution
the future values of the solution have that same particular probability distribution.
Such a probability distribution is called an invariant probability measure.

In Chapter 4 it is shown that, using the eventual compactness of the delay semigroup,
the existence of an invariant probability measure can be shown under reasonable
conditions.
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In Chapter 5 conditions are given under which the invariant probability measure
is unique, using techniques from Malliavin calculus. If there exists only one invari-
ant probability measure then, due to the ergodic principle, the average long term
behaviour will be given by this invariant probability measure.

Finally, in Chapter 6, the long term behaviour of linear stochastic evolutions with
multiplicative noise is investigated. In particular conditions for the (pathwise) sta-
bility of solutions are given; �rst for the case of non-degenerate noise. Then we study
the case relevant for stochastic delay equations, namely the case of degenerate noise.

A population model with random migration

We �nish this introductory chapter with an example to illustrate part of the theory
developed in this thesis.

Consider a simple model for the evolution of the size of a population of animals.
Each year the amount of newly born individuals is equal to a fraction β (the birth
rate) of the size of the adult population. Also each year a fraction α (the death rate)
of the population dies.

For simplicity we assume that it takes one year for an individual to reach maturity.
If we assume that only a small number of deaths occur in the time between birth
and maturity, then the size of the adult population at time t is roughly equal to the
size of the total population at time t− 1.

If the birth rate exceeds the death rate, then the population will grow in time, see
Figure 1.1(a) for an example.

Suppose now that random migration with a neighbouring population takes place:
every year un unknown amount of individuals migrate between the two populations.
The immigration is unbiased: the expected net migration between the two popula-
tions is zero. Furthermore the migration is proportional to the size of the population
with propotionality constant σ.

We will not go into further details regarding the exact nature of the random e�ects
here. However, for the interested reader, we give the stochastic delay di�erential
equation governing this evolution:

dx(t) = [−αx(t) + βx(t− 1)] dt+ σx(t) dW (t) (1.1)

withW a standard Brownian motion. A precise description is given in Section 3.3.1.
The necessary background material for this is described in Chapter 2 and Chapter 3
where stochastic di�erential equations and stochastic di�erential equations with de-
lay are introduced.

3



CHAPTER 1. INTRODUCTION

Stability

The following interesting phenomenon occurs: For relatively large rates of random
migration the size of the population tends to zero with probability one, even if the
birth rate exceeds the death rate. See Figure 1.1(d). We say that in this case the
stochastic evolution is stable.
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(a) No migration, σ = 0
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(b) Random migration at rate σ = 0.1
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(d) Random migration at rate σ = 0.3
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Figure 1.1: The evolution of the size of a population in time with birth rate β = 0.11
and death rate α = 0.1. Without migration or for a small rate of random migration
the population increases steadily in size, whereas for a larger rate of migration the
population is eventually extinguished.

These results are in line with theory developed in Chapter 6; see Example 6.30.
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CHAPTER

TWO

Stochastic di�erential equations

This thesis deals with stochastic evolutions. More speci�cally, we study solutions
of stochastic di�erential equations, for which we need the notion of the stochastic
integral.

The goal of this chapter is to introduce the concepts `stochastic integral' and `stochas-
tic di�erential equation' in a manner that is general enough to allow us to study
stochastic evolutions driven by many Lévy processes (square integrable Lévy pro-
cesses) and by cylindrical Wiener processes. In Section 2.1 we introduce the notion
of square integrable martingales. The stochastic integral with respect to these pro-
cesses is de�ned in Section 2.2. To be able to study equations driven by more general
noise processes we introduce the stochastic integral with respect to cylindrical mar-
tingales in Section 2.3. Some examples of these processes are given in Section 2.4.
In Section 2.5 we describe what we mean by a solution of a stochastic di�erential
equation and mention some regularity results.

Throughout this thesis, let (Ω,F , (Ft)t≥0,P) denote a �ltered probability space sat-
isfying the usual conditions (of completeness and right continuity, see [73]), and let
(U, 〈·, ·〉U , | · |U ) and (H, 〈·, ·〉H , | · |H) be Hilbert spaces. We will assume that U is
separable (but H not necessarily). When this does not lead to confusion we will
omit the subscripts in 〈·, ·〉 and | · |.
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CHAPTER 2. STOCHASTIC DIFFERENTIAL EQUATIONS

2.1 Square integrable martingales

A U -valued stochastic process X = (X(t))t≥0 is called integrable if E|X(t)| <∞ for
all t ≥ 0. If X is integrable, adapted and if

E [X(t)|Fs] = X(s), P-a.s., 0 ≤ s ≤ t,

then X is called a martingale. If E
[
|X(t)|2

]
< ∞ for t ≥ 0 then X is called

square integrable. A stochastic process process X is called cadlag (continu à droite
et pourvu de limites à gauche) if it is right-continuous and has left limits almost
surely, that is,

X(t+) := lim
s↓t

X(s) = X(t) and X(t−) := lim
s↑t

X(s) exists almost surely.

We denote the space of all cadlag square integrable martingales in U adapted to
(Ft) byM2(U).

LetM ∈M2(U). Then |M |2U is a submartingale in R, and hence by the Doob-Meyer
decomposition there exists a unique increasing, predictable real-valued process 〈M〉
such that |M |2U − 〈M〉 is a martingale. Using polarization de�ne the predictable
real-valued process 〈M,N〉 := 1

4 (〈M +N〉 − 〈M −N〉) for M,N ∈ M2(U). It can
then be veri�ed that 〈M,N〉U − 〈M,N〉 is a martingale.

Recall the notion of a nuclear operator (see Appendix A). Let L1(U) denote the
separable Banach space of nuclear operators on U equipped with the corresponding
norm and let L+

1 (U) denote the cone in L1(U) consisting of all self-adjoint non-
negative nuclear operators. For x, y, z ∈ U we denote the mapping z 7→ 〈y, z〉Ux by
x⊗ y. We have ||x⊗ y||L1(U) = |x|U |y|U .

IfM ∈M2(U) then the processM⊗M is an L1(U)-valued right-continuous process
such that

E||M(t)⊗M(t)||L1(U) = E|M(t)|2U ≤ E|M(T )|2U <∞, 0 ≤ t ≤ T.

A process X in L(U) is said to be increasing if X(t) is self-adjoint and nonnegative,
t ≥ 0, and X(s) ≤ X(t) almost surely for 0 ≤ s ≤ t with respect to the partial order
induced by the cone of nonnegative operators.

We mention the following result ([62], Théorème 1, or [71], Theorem 8.2).

Theorem 2.1. Let M ∈ M2(U). Then there is a unique right-continuous L+
1 (U)-

valued increasing predictable process 〈〈M〉〉 such that 〈〈M〉〉(0) = 0 and the process
M ⊗M − 〈〈M〉〉 is an L1(U)-valued martingale. Moreover there exists a predictable
L+

1 (U)-valued process Q such that

〈〈M〉〉(t) =
∫ t

0

Q(s) d〈M〉(s). (2.1)

6



2.1. SQUARE INTEGRABLE MARTINGALES

The L+
1 (U)-valued process 〈〈M〉〉 is called the operator angle bracket corresponding

to M or the quadratic variation of M and the L+
1 (U)-valued process Q satisfy-

ing (2.1) is called the martingale covariance process of M . If 〈〈M〉〉(t) = Rt for
some �xed R ∈ L+

1 (U), then M is said to be of stationary covariance R.

In order to study regularity of paths of solutions of stochastic di�erential equations
(see Section 2.5), we mention the following version of the well known Burkholder-
Davis-Gundy inequalities:

Theorem 2.2 (Burkholder-Davis-Gundy inequalities). Let U be a separable Hilbert
space. For 0 < p < ∞ there exist constants 0 < cp ≤ Cp such that for every
continuous square integrable martingale M in U we have

cpE〈M〉p/2(T ) ≤ E sup
0≤t≤T

|M(t)|pU ≤ CpE〈M〉
p/2(T ).

Remark 2.3. See [75], Theorem IV.42.1, where the theorem is proven for the real-
valued case. This can be extended to the Hilbert space valued case without trouble.

We will also make use of the following regularity result (see [71], Theorem 3.41):

Proposition 2.4. Let M be a stochastically continuous square integrable martingale
taking values in U . Then M has a cadlag modi�cation satisfying

P

(
sup
t∈[0,T ]

|M(t)|U ≥ r

)
≤ E|M(T )|2U

r2
, for all T ≥ 0, r > 0.

Moreover

E sup
t∈[0,T ]

|M(t)|αU ≤
2

2− α
(E|M(T )|2U )α/2, for all T ≥ 0, α ∈ (0, 2).

2.1.1 Wiener processes

A stochastic process X taking values in U has independent increments if, for any
0 ≤ t0 < t1 < . . . < tn the U -valued random variables X(t1) − X(t0), X(t2) −
X(t1), . . . , X(tn)−X(tn−1) are independent.

Let R ∈ L+
1 (U) and assume R 6= 0 to exclude the trivial case. A U -valued process

W is called an R-Wiener process, or just Wiener process if

(i) W (0) = 0,

(ii) W has continuous trajectories,

(iii) W has independent increments,

(iv) L(W (t)−W (s)) = N (0, (t− s)R), 0 ≤ s ≤ t.

7



CHAPTER 2. STOCHASTIC DIFFERENTIAL EQUATIONS

Here L(X) denotes the probability law of a random variableX, andN (m,C) denotes
the normal distribution with mean m ∈ U and covariance C ∈ L+

1 (U). For arbitrary
R ∈ L+

1 (U) such a process exists ([24], Proposition 4.2). It is easily checked thatW ∈
M2(U) with quadratic variation process 〈〈W 〉〉(t) = Rt. Furthermore E|W (t)|2U =
tr R so the martingale covariance process of W (de�ned in Theorem 2.1) is Q(t) =
R/tr R.

2.1.2 Lévy processes

Let L be a stochastic process in U with independent increments. If L(L(t)− L(s))
depends only on the di�erence t− s then we say that L has stationary, independent
increments. If in addition L(0) = 0 and L is continuous in probability then L is
called a Lévy process. By [71], Theorem 4.3, we can (and will) always choose a
version of L which is cadlag.

Let ν be a �nite Borel measure on a Hilbert space U such that ν({0}) = 0. A
compound Poisson process with Lévy measure or jump intensity measure ν is a
cadlag Lévy process L satisfying

P(L(t) ∈ Γ) = e−ν(U)t
∞∑
k=0

tk

k!
ν∗k(Γ), t ≥ 0,Γ ∈ B(U).

Here the convolution of measures µ and ν is the Borel measure on U de�ned by

(ν ∗ µ)(Γ) =
∫
U

ν(Γ− x)µ(dx), Γ ∈ B(U),

and ν∗k denotes the k-th power of convolution of measures, with ν∗0 = δ0, the Dirac
measure at 0. For any �nite Borel measure ν satisfying ν({0}) = 0 such a compound
process can be constructed ([71], Theorem 4.15).

If L is an integrable compound Poisson process such that EL(t) = 0 for all t ≥ 0, then
L is called a compensated compound Poisson process. To any integrable compound
Poisson process L we can associate such a compensated compound Poisson process
L̂ by de�ning L̂(t) = L(t)− EL(t), t ≥ 0.

The following decomposition result is classical ([71], Theorem 4.23):

Theorem 2.5. Let L be a cadlag Lévy process in U .

(i) If ν is a jump intensity measure corresponding to a Lévy process then∫
U

(
|y|2U ∧ 1

)
ν(dy) <∞.

(ii) Every Lévy process has the following representation:

L(t) = at+W (t) +
∞∑
n=1

Ln(t) + L0(t), t ≥ 0, (2.2)

8



2.2. STOCHASTIC INTEGRAL

where a ∈ U , W is a Wiener process in U , L0 is a compound Poisson process
with jump intensity measure 1|y|U≥r0(y)ν(dy) and each Ln is a compensated
compound Poisson process with jump intensity measure 1rn+1≤|y|U<rn(y)ν(dy).
Here (rn) is an arbitrary positive sequence decreasing to 0. Furthermore all
members of the representation are independent processes and the series con-
verges P-a.s. uniformly on each bounded subinterval of [0,∞).

A cadlag Lévy process L is square integrable if and only if its Lévy measure satis�es∫
U

|y|2U ν(dy) <∞.

Assume L is a square integrable Lévy process and L has representation (2.2). Then
the compensated Lévy process L̂ := L− EL is a square integrable martingale, satis-
fying the following properties:

EL(t) =

(
a+

∫
{|y|U≥r0}

y ν(dy)

)
t, t ≥ 0,

〈L̂〉(t) = E|L̂(t)|2U = t tr Q t ≥ 0,

〈〈L̂〉〉(t) = EL̂(t)⊗ L̂(t) = tQ, t ≥ 0.

where Q = Q0 +Q1 with Q0 the covariance operator of the Wiener part W of L and
Q1 is given by

〈Q1x, z〉U =
∫
U

〈x, y〉U 〈z, y〉U ν(dy), x, z ∈ U.

See [71], Theorem 4.47.

Remark 2.6. Lévy process are rarely square integrable. For example, the only ex-
ample of a square integrable Lévy process in the important class of stable processes
is Brownian motion.

2.2 Stochastic integral with respect to square inte-

grable martingales

An L(U ;H)-valued process Ψ is said to be simple if there exists a sequence of non-
negative reals t0 = 0 < t1 < . . . < tm, a sequence of operators Ψi ∈ L(U ;H),
i = 0, . . . ,m− 1, and a sequence of events Ai ∈ Fti , i = 0, . . . ,m− 1, such that

Ψ(t) =
m−1∑
i=0

1Ai1(ti,ti+1](t)Ψi, t ≥ 0.

9



CHAPTER 2. STOCHASTIC DIFFERENTIAL EQUATIONS

Let S(U ;H) denote the set of simple processes with values in L(U ;H). For a simple
process Ψ de�ne the stochastic integral of Ψ with respect to M ∈M2(U) by∫ t

0

Ψ dM :=
m−1∑
i=0

1AiΨi (M(ti+1 ∧ t)−M(ti ∧ t)) , t ≥ 0.

Let LHS(U ;H) denote the space of all Hilbert-Schmidt operators from U into H
equipped with the corresponding norm (see Appendix A, and note in particular
that H need not be separable. Then ([62], Théorème 2; [71], Proposition 8.6) the
following form of the Itô isometry holds:

E
∣∣∣∣∫ t

0

Ψ dM

∣∣∣∣2
H

= E
∫ t

0

∣∣∣∣∣∣Ψ ◦Q1/2
∣∣∣∣∣∣2
LHS(U ;H)

d〈M〉. (2.3)

For T <∞, equip S(U ;H) with the seminorm

||Ψ||2M,T := E
∫ T

0

||Ψ ◦Q1/2||LHS(U ;H) d〈M〉. (2.4)

Now let L2
M,T (H) be the completion of (S, || · ||2M,T ) with respect to the norm de�ned

by (2.4), and as usual identify Ψ,Φ ∈ L2
M,T (H) whenever ||Ψ− Φ||M,T = 0.

We will characterize the space L2
M,T (H) for the case in which M is of stationary

covariance.

Let PT denote the σ-algebra of predictable sets , that is, the σ-algebra of subsets of
[0, T ]×Ω generated by sets of the form (s, t]×A, where 0 ≤ s < t ≤ T and A ∈ Fs.

Theorem 2.7. Suppose M ∈M2(U) is of stationary covariance Q. Then

L2
M,T (H) =

{
Φ ◦Q−1/2 : Φ ∈ L2(Ω× [0, T ],PT , dP⊗ dt;LHS(U ;H))

}
, (2.5)

and, for Ψ = Φ ◦Q−1/2 with Φ as in the characterization above,

||Ψ||2M,T = E
∫ T

0

||Φ||2LHS(U ;H) dt. (2.6)

Proof Let V denote the righthandside of (2.5). If Ψ ∈ S(U ;H), then we may
de�ne Φ := Ψ ◦ Q1/2 and it is immediately clear that Φ ∈ L2(Ω × [0, T ],PT , dP ⊗
dt;LHS(U ;H)). So Ψ ∈ V. It is straightforward to check that (2.6) holds on S(U ;H).

Now assume Φ ∈ L2(Ω×[0, T ],PT , dP⊗dt;LHS(U ;H)). Then there exists a sequence
(Φn) of simple, predictable functions such that Φn → Φ in L2(Ω× [0, T ];LHS(U ;H))
by the de�nition of Bochner integrable functions. Let (ei) be a complete orthonormal
system of eigenvectors of Q, and let Πn denote the orthogonal projection on the
�nite dimensional subspace spanned by {e1, . . . , en}. Then ΦnΠn → Φ in L2(Ω ×

10
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[0, T ];LHS(U ;H)), and ΦnΠnQ
−1/2 ∈ S(U ;H) for almost all t ∈ [0, T ]. This shows

that S(U ;H) is dense in V. (Note that ΦnQ−1/2 does not necessarily assume values
in L(U ;H), however ΦnΠnQ

−1/2 does.)

Remark 2.8. A similar result holds for general M ∈M2(U), see [71], Theorem 8.10.

We can now de�ne the stochastic integral Ψ 7→
∫ ·

0
Ψ dM for processes in L2

M,T (H)
as follows ([62], Théorème 2 or [71], Theorem 8.7).

Theorem 2.9. (i) There exists a unique extension of the mapping S(U ;H) →
L2(Ω,FT ,P;H), Ψ 7→

∫ T
0

Ψ dM to an isometry from L2
M,T (H) into

L2(Ω,FT ,P;H), also denoted by Ψ 7→
∫ T

0
Ψ dM and called the stochastic

integral of Ψ with respect to M .

(ii) For all Ψ ∈ L2
M,T (H) and 0 ≤ s ≤ t ≤ T we have 1(s,t]Ψ ∈ L2

M,t(H) and

E
∣∣∣∣∫ t

0

Ψ dM −
∫ s

0

Ψ dM

∣∣∣∣2
H

= ||1(s,t]Ψ||2M,t ≤ ||Ψ||2M,T .

We write ∫ t

s

Ψ dM :=
∫ t

0

Ψ dM −
∫ s

0

Ψ dM, 0 ≤ s ≤ t ≤ T.

(iii) For any Ψ ∈ L2
M,T (H) the process

(∫ t
0

Ψ dM
)
t≥0

is an H-valued square inte-

grable, mean-square continuous martingale starting from 0.

(iv) For any Ψ,Φ ∈ L2
M,T (H) and any t ∈ [0, T ],〈∫ ·

0

Ψ dM,

∫ ·
0

Φ dM

〉
(t) =

∫ t

0

〈Ψ ◦Q1/2,Φ ◦Q1/2〉LHS(U ;H) d〈M〉

and 〈〈∫ ·
0

Ψ dM,

∫ ·
0

Φ dM

〉〉
(t) =

∫ t

0

Ψ ◦Q ◦ Φ∗ d〈M〉.

Remark 2.10. In the case where M is a square integrable martingale of stationary
covariance Q, we have by Theorem 2.9 and equation (2.6) the following version of
the Itô isometry:

E

∣∣∣∣∣
∫ T

0

Ψ dM

∣∣∣∣∣
2

= E
∫ T

0

||Ψ ◦Q1/2||2LHS(U ;H) dt. (2.7)

Proposition 2.11. Suppose A is a closed linear operator from D(A) ⊂ H into H.
Suppose that D(A) is a Borel subset of H. Let Ψ ∈ L2

M,T (H), and suppose that

for almost all t ∈ [0, T ] we have that Ψ(t) ◦ Q(t)1/2 maps into D(A) almost surely.
Furthermore assume that

||AΨ||2M,T <∞.

11
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Then for 0 ≤ t ≤ T we have that
∫ t

0
Ψ dM ∈ D(A) almost surely, and

A

∫ t

0

Ψ dM =
∫ t

0

AΨ dM, almost surely.

Proof: Recall that D(A) equipped with the graph inner product, de�ned by

〈x, y〉D(A) := 〈x, y〉H + 〈Ax,Ay〉H , x, y ∈ D(A),

is a Hilbert space.

Note that Ψ ∈ L2
M,T (D(A)), since, for T ∈ L(U ;H), we have T ∈ LHS(U ;H) and

AT ∈ LHS(U ;H) if and only if T ∈ LHS(U ; D(A)) and

||T ||2LHS(U ;H) + ||AT ||2LHS(U ;H) = ||T ||2LHS(U ;D(A)).

We can now approximate Ψ by a sequence (Ψn)n∈N ⊂ S(U ; D(A)) in the L2
M,T (D(A))-

norm. For all n ∈ N we have

A

∫ t

0

Ψn dM =
∫ t

0

AΨn dM, almost surely for all 0 ≤ t ≤ T,

and ∫ t

0

Ψn dM →
∫ t

0

Ψ dM and
∫ t

0

AΨn dM →
∫ t

0

AΨ dM

in L2(Ω; D(A)) and L2(Ω;H), respectively, as n→∞.

Proposition 2.12. Suppose M ∈ M2(U) has a continuous modi�cation. Then for

Ψ ∈ L2
M,T (H) the integral process

(∫ t
0

Ψ dM
)
t≥0

has a continuous modi�cation.

Proof: Let (Ψn)n∈N a sequence in S(U ;H) such that Ψn → Ψ in L2
M,T (H). Then,

by Proposition 2.4, for T > 0 and n→∞,

E sup
0≤t≤T

∣∣∣∣∫ t

0

Ψn −Ψ dM

∣∣∣∣ ≤ 2

E

∣∣∣∣∣
∫ T

0

Ψn −Ψ dM

∣∣∣∣∣
2

H

1/2

= 2

(
E
∫ T

0

||(Ψn −Ψ) ◦Q||2 d〈M〉

)1/2

→ 0.

Hence for a subsequence (nk),

lim
k→∞

sup
0≤t≤T

∣∣∣∣∫ t

0

Ψnk −Ψ dM

∣∣∣∣ = 0, almost surely.

Hence
∫ ·

0
Ψ dM is a uniform limit of continuous functions, almost surely.

12
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2.3 Cylindrical martingales

The theory of cylindrical martingales developed below is classical; a clear exposition
can be found in [61].

Let V be a separable Hilbert space. A cylindrical process X is a family (X(t))t≥0

such that for all t ≥ 0, we have X(t) ∈ L(V ;L2(Ω,Ft,P)). A cylindrical process X
is called a cylindrical (weakly cadlag) martingale if Xv = (X(t)v)t≥0 is a (cadlag)
martingale for all v ∈ V . Those cylindrical martingales M for which, for some self-
adjoint non-negative R ∈ L(V ), (M(t)x)(M(t)y) − t〈Rx, y〉 is a martingale for all
x, y ∈ V , are said to be of stationary covariance R. To avoid technical complications
we will assume throughout that R is injective.

Example: Cylindrical Wiener process

A cylindrical Wiener process is a cylindrical martingale W de�ned by

(Wh)(t) =
∞∑
j=1

〈h, ej〉VWj(t), t ≥ 0, h ∈ V,

where (ej) is a complete orthonormal system for V , (Wj) are independent one-
dimensional Wiener processes of variance σj > 0, for j ∈ N, with supj∈N |σj | < ∞.
Then W is a continuous cylindrical Lévy process of stationary covariance R, given
by

〈Rv,w〉 =
∞∑

j,k=1

σjσk〈v, ej〉V 〈w, ek〉V , v, w ∈ V.

Cylindrical Wiener processes occur as noise processes in stochastic partial di�erential
equations, see Example 2.4.1. �

Suppose M is a cylindrical martingale of stationary covariance. We associate to M
a square integrable martingale in some Hilbert space U , using the following variant
of [71], Proposition 7.9.

Proposition 2.13. Let U be a separable Hilbert space such that there exists a linear
injective Hilbert-Schmidt mapping J ∈ LHS(V ;U), and note that J∗ : U∗ → V .
Suppose Z ∈ L(V ;L2(Ω,F ,P)) such that E(Zx)2 = 〈Rx, x〉V for some R ∈ L(V ),
and EZx = 0 for x ∈ V . Then there is a unique mean-zero random variable Z̃ ∈
L2(Ω,F ,P;U) with covariance operator JRJ∗ ∈ L1(U) such that

ZJ∗ϕ = ϕ(Z̃) for ϕ ∈ U∗. (2.8)

Proof: Let (ej) be a complete orthonormal system in V . Note that J∗ ∈ LHS(U ;V )
by Remark A.5, (ii). Moreover, JR ∈ LHS(U ;V ) by Proposition A.3, and JRJ∗ ∈
L1(U) and tr JRJ∗ = tr J∗JR by Proposition A.4.

13
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De�ne the random variable Z̃ by

Z̃ =
∞∑
j=1

(Zej)Jej .

Then

E|Z̃|2U =
∞∑

j,k=1

E(Zej)(Zek)〈Jej , Jek〉U =
∞∑

j,k=1

〈Rej , ek〉V 〈Jej , Jek〉U

=
∞∑
j=1

〈
Jej ,

∞∑
k=1

〈Rej , ek〉V Jek

〉
U

=
∞∑
j=1

〈Jej , JRej〉U = tr J∗JR

= tr JRJ∗.

Expression (2.8) follows immediately and hence Z̃ is unique.

It is always possible to �nd a mapping J as mentioned in the previous proposition.

Proposition 2.14. Let V be a separable Hilbert space. There exists a separable
Hilbert space U and an injective mapping J ∈ LHS(V ;U).

Proof: Let (ei) be a complete orthonormal system on V . Let (λi) ∈ `1(N) such
that 0 < λi ≤ 1 for all i ∈ N. For example, we may choose λi = 1

i2 , i ∈ N. De�ne a
new inner product 〈·, ·〉U on V by letting

〈x, y〉U =
∞∑
i=1

λi〈x, ei〉V 〈y, ei〉V .

Let U be the completion of V with respect to this inner product. Note that by the
conditions on (λi), the inclusion J : V → U is bounded and injective. Furthermore,

||J ||2LHS(V ;U) =
∞∑
i=1

|ei|2U =
∞∑
i=1

λi|ei|2V = ||(λi)||`1(N).

Before stating the main result of this section, we need another preliminary result.

Lemma 2.15. Let M̃ ∈M2(U) such that 〈M̃, u〉U admits a continuous modi�cation

for all u ∈ U . Then M̃ admits a continuous modi�cation.

Proof: Let (fj) be a complete orthonormal system in U . De�ne

M̃n(t) :=
n∑
i=1

〈M̃, fj〉Ufj .

14



2.3. CYLINDRICAL MARTINGALES

Then (M̃n(t))n∈N is a Cauchy sequence in L2(Ω,Ft;U) for t ≥ 0. Indeed, for positive
integers n > m > N

E|M̃n(t)− M̃m(t)|2U =
n∑

j=m+1

E〈M̃(t), fj〉2U =
n∑

j=m+1

〈fj , 〈〈M̃(t)〉〉fj〉,

which tends to zero as N →∞ since 〈〈M(t)〉〉 ∈ L1(U). Note furthermore that M̃n

admits a continuous modi�cation for all n ∈ N. Now �x T > 0. By Proposition 2.4

E sup
t∈[0,T ]

|M̃n(t)− M̃(t)|) ≤ 2
(
E|M̃n(T )− M̃m(T )|2U

)1/2

→ 0 as n→∞.

We have
lim
k→∞

sup
t∈[0,T ]

|M̃nk − M̃ | = 0, almost surely,

for a subsequence (nk). Hence M̃ is continuous almost surely.

We can now prove the following result.

Theorem 2.16. Suppose M is a cylindrical martingale on V of stationary covari-
ance R. Let U be a separable Hilbert space and suppose there exists a linear mapping
J : V → U . Suppose that Q := JRJ∗ ∈ L1(U). Then there exists a unique

M̃ ∈M2(U) of stationary covariance Q such that

M(t)J∗ϕ = ϕ(M̃(t)), t ≥ 0, ϕ ∈ U∗.

In particular, M̃ has a cadlag version. If M(·)x admits a continuous modi�cation

for all x ∈ V , then M̃ admits a continuous modi�cation.

Proof: For every t ≥ 0 we can de�ne the square integrable random variable M̃(t) as
in Proposition 2.13. It follows immediately that M̃ is a square integrable martingale
with stationary covariance Q = JRJ∗. Since

P(|M̃(t)− M̃(t0)| > ε) ≤ 1
ε2

E|M̃(t)− M̃(t0)|2 =
1
ε2
|t− t0|tr Q,

we �nd that M̃ is stochastically continuous and hence, by Proposition 2.4 admits a
cadlag modi�cation.

Suppose now that M(·)x has a continuous version for all x ∈ V . The continuity of
M̃ now follows immediately from Proposition 2.15.

Remark 2.17. Note that if R ∈ L1(V ), then M corresponds to a square integrable
martingale M̃ on V . This is easily seen by letting J : V → V denote the identity
mapping. Conversely, to any square integrable martingale M̃ in U we may associate
a cylindrical martingale M on U by de�ning M(t)u := 〈M̃(t), u〉. Hence cylindrical
martingales form a natural generalization of square integrable martingales.

15
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The following result is now an immediate corollary of Lévy's theorem (see [75],
Theorem IV.33.1)

Proposition 2.18. Suppose M is a continuous cylindrical martingale of stationary
covariance equal to the identity mapping and withM(0) = 0. ThenM is a cylindrical
Wiener process.

2.3.1 Cylindrical Lévy process

We call a cylindrical martingale L on V a cylindrical Lévy process if Lx is a Lévy
process in R for all x ∈ V and if L has independent increments in the sense that,
for all x ∈ V and 0 ≤ s ≤ t, the increment (L(t) − L(s))x is independent of Fs.
Assume for simplicity that EL(0)x = 0 for all x ∈ V and note that it follows that
EL(t)x = 0 for all x ∈ V and t ≥ 0. If L is a 2-cylindrical Lévy process then it has
stationary covariance and we de�ne the covariance operator R of L as usual by

〈Rx, y〉 = E(L(1)x)(L(1)y), x, y ∈ V.

Proposition 2.19. Suppose L is a cylindrical Lévy process on V with covariance
operator R. Let U be a separable Hilbert space and suppose there exists a bounded
linear mapping J : V → U , such that Q := JRJ∗ ∈ L1(U). Let L̃ ∈ M2(U) be as
given by Theorem 2.16 with covariance operator Q.

Then L̃ is a Lévy process.

Proof: We only need to verify independence of increments. Since (see [24], Propo-
sition 1.3) B(U) is generated by sets of the form

{u ∈ U : ϕ(u) ≤ α} , ϕ ∈ U∗, α ∈ R,

it follows that

Ki :=
{
ϕj(L̃(ti+1)− L̃(ti)) ≤ αj , (ϕj)nj=1 ⊂ U∗, (αj)nj=1 ⊂ R

}
is a π-system for the σ-algebra generated by the increment L̃(ti+1) − L̃(ti). By
the assumption of independent increments of L, for 0 ≤ t1 ≤ t2 ≤ . . . ≤ tm, the
π-systems (Ki)m−1

i=1 are independent, so the generated σ-algebras σ(Ki) are indepen-
dent or, equivalently, L̃ has independent increments. Together with the stochastic
continuity of L̃ and the stationarity of the laws (L(t) − L(s))x, 0 ≤ s ≤ t, x ∈ V ,
this shows that L̃ is a Lévy process.

2.3.2 Stochastic integral with respect to cylindrical martin-

gales

We will now de�ne the stochastic integral with respect to cylindrical martingales of
stationary covariance. Assume that M is a cylindrical martingale in V of stationary

16
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covariance R. Let J ∈ LHS(V ;U) be an injective mapping (as constructed, for
example, by Proposition 2.14). At this point we stress that the injectivity of J
will ensure the uniqueness of the de�nition of the stochastic integral. Let M̃ be
the square integrable martingale de�ned by Theorem 2.16, of stationary covariance
Q = JRJ∗. Let T > 0. We call a stochastic process Ψ M -integrable on [0, T ] if

(i) Ψ is a predictable process in the space of linear operators from R1/2(V ) into
H,

(ii) For almost all 0 ≤ t ≤ T we have Ψ(t) ◦R ◦Ψ∗(t) ∈ L1(H) almost surely, and

(iii)

E
∫ T

0

tr[Ψ ◦R ◦Ψ∗] dt = E
∫ T

0

||Ψ ◦R1/2||2LHS(V ;H) dt <∞.

The set of M -integrable process on [0, T ] is again denoted by L2
M,T (H).

For these processes the stochastic integral is de�ned by∫ t

0

Ψ dM :=
∫ t

0

Ψ̃ dM̃, 0 ≤ t ≤ T, (2.9)

where
Ψ̃(t) := Ψ(t) ◦ J−1, t ≥ 0,

is a process in L2fM,T
(H) as we will show now.

Theorem 2.20. The stochastic integral de�ned by (2.9) is wellde�ned. In particular,

Ψ̃ ∈ L2fM,T
(H) and the value of

∫ t
0

Ψ dM does not depend on the choice of the space

U and the mapping J ∈ LHS(V ;U). The following version of the Itô isometry holds:

E

∣∣∣∣∣
∫ T

0

Ψ dM

∣∣∣∣∣
2

H

= E
∫ T

0

||Ψ ◦R1/2||2LHS(V ;H) dt, 0 ≤ t ≤ T. (2.10)

Furthermore all the properties of the stochastic integral of Theorem 2.9, Proposi-
tion 2.11 and Proposition 2.12 carry over to this case.

Proof: We de�ne a process Φ with values in LHS(U ;H) as follows. For u ∈ U , let

Φ(t)u := Ψ(t)J−1Q1/2u, t ≥ 0,

where J−1 : im J → V is the pseudo-inverse of J .

Note that Q = (JR1/2)(JR1/2)∗. Hence (see [24], Corollary B.4) im Q1/2 =
im JR1/2, so that J−1Q1/2 : U → im R1/2. We may conclude that Φ is a wellde�ned
process in the space of linear operators from U into H.

17
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It remains to check that Φ is a process in the space of Hilbert-Schmidt operators
LHS(U ;H). To this end, note that, for (fj) a complete orthonormal system in U ,

n∑
i=1

〈Φ(t)fi,Φ(t)fi〉 =
n∑
i=1

〈Ψ(t)J−1Q1/2fi,Ψ(t)J−1Q1/2fi〉

=
n∑
i=1

〈Q1/2(J−1)∗Ψ∗(t)Ψ(t)J−1Q1/2fi, fi〉

= tr Q1/2(J−1)∗Ψ∗(t)Ψ(t)J−1Q1/2

= tr Ψ(t)J−1Q(J−1)∗Ψ∗(t)
= tr Ψ(t)RΨ∗(t).

Now for Ψ̃, with values in the space of linear operators from Q1/2(U) into H, we
have

Ψ̃(t) = Ψ(t)J−1 = Φ(t)Q−1/2, 0 ≤ t ≤ T.

By Theorem 2.7 we �nd that Ψ̃ ∈ L2fM,T
(H). We can now de�ne the stochastic

integral of Ψ with respect to M by∫ t

0

Ψ dM :=
∫ T

0

Ψ̃ dM̃, 0 ≤ t ≤ T.

Since J is injective, we have J−1J = I. Hence for ϕ ∈ H∗ and Ψ ∈ L(U ;H) we have

ϕ(Ψ̃ ◦ M̃(t)) = Ψ̃∗ϕ(M̃(t)) = M(t)J∗Ψ̃∗ϕ

= M(t)J∗(J−1)∗Ψ∗ϕ = M(t)Ψ∗ϕ
= ϕ(Ψ ◦M(t)).

This shows that for simple functions the de�nition of the stochastic integral is inde-
pendent of the particular choice of the space U and the mapping J : V → U , which
extends to all Ψ ∈ LM,T (H).

Using (2.7) we have the following version of the Itô isometry:

E

∣∣∣∣∣
∫ T

0

Ψ dM

∣∣∣∣∣
2

H

= E

∣∣∣∣∣
∫ T

0

Ψ̃ dM̃

∣∣∣∣∣
2

H

= E
∫ T

0

||Φ(t)||2LHS(U ;H) dt

= E
∫ T

0

||Ψ ◦R1/2||2LHS(U ;H) dt.

All the mentioned properties follow directly from de�nition (2.9).
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2.3.3 Reproducing kernel Hilbert space

Let M be a cylindrical martingale in a separable Hilbert space V of injective sta-
tionary covariance R ∈ L(V ). Let H = im R1/2 and equip H with the inner
product

〈R1/2x,R1/2y〉H := 〈x, y〉V .

Then H is a Hilbert space, called the reproducing kernel Hilbert space (RKHS )
corresponding to M . We can rephrase our main result on stochastic integration in
terms of H.

Theorem 2.21. Let M be a cylindrical martingale of stationary covariance with
RKHS H. Then

L2
M,T (H) = L2(Ω× [0, T ],PT , dP⊗ dt;LHS(H;H)). (2.11)

and for Ψ ∈ L2
M,T (H) we have

E

∣∣∣∣∣
∫ T

0

Ψ dM

∣∣∣∣∣
2

H

= E
∫ T

0

||Ψ||2LHS(H;H) dt. (2.12)

2.4 Examples

In this section we provide some interesting examples of noise processes. For this it
will be convenient to have the concept of a random measure at our disposal.

De�nition 2.22. Let (S,S) be a measurable space. A random measure ξ on S is a
mapping ξ : Ω×S → [0,∞] such that ξ(ω,A) is measurable in ω ∈ Ω for all A ∈ S,
and a σ-�nite measure in A ∈ S for all ω ∈ Ω.

Note that ξ(·, A) is a [0,∞]-valued random variable for every A ∈ S.

2.4.1 Space-time Brownian motion

Let b > 0, d ∈ N and let O = [0, b]d ⊂ Rd.

A measurable mapping B : Ω × R+ × O → R is a space-time Brownian motion if
{B(t, x) : (t, x) ∈ R+ ×O} is a collection of Gaussian random variables such that

(i) EB(t, x) = 0 for all (t, x) ∈ R+ ×O, and

(ii) EB(t, x)B(s, y) = Leb(At,x ∩As,y) for all (t, x), (s, y) ∈ R+ ×O.
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Here for (t, x) ∈ R+ ×O the sets At,x are de�ned by

At,x := {(s, y) ∈ R+ ×O : 0 ≤ s ≤ t, 0 ≤ yi ≤ xi, i = 1, . . . , d} ,

and Leb denotes Lebesgue measure on Rd.

We de�ne a random measure W on R+ ×O by

W(·, At,x) := B(t, x), (t, x) ∈ R+ ×O.

Then W is a random measure called a white noise random measure on R+ ×O.

Let f ∈ L2(O) = L2(O,Leb) and de�ne a mapping

W : [0,∞)→ L(L2(O);L2(Ω))

by

W (t)f :=
∫
O

∫ t

0

f(x) dW(s, x), t ≥ 0. (2.13)

We have the following relation between a cylindrical Wiener process and a white
noise random measure ([43], Theorem 3.2.4).

Theorem 2.23. Let H = L2(O).

(i) LetW be a white noise random measure on R+×O. Then W de�ned by (2.13)
is a cylindrical Wiener process with RKHS H.

(ii) Suppose W̃ is a cylindrical Wiener process with RKHS H. Then there exists a
white noise random measure W on R+×O such that W constructed in (2.13)
has the property

W (t)f = W̃ (t)f, almost surely for all f ∈ L2(O).

2.4.2 Environmental pollution

Consider an environment which su�ers from pollution at random times, in random
amounts.

As environment chooseO ⊂ Rd. At increasing random times (τk)∞k=1 pollution enters
the environment, of random magnitudes (σk) and at random locations (ξk) ⊂ O. All
ξk, σk are independent identically distributed random variables with probability laws
µ, ν onO and [0,∞), respectively, both with �nite second moments, and independent
of the random times τk, for which τk − τk−1 is exponentially distributed with rate
λ, k = 1, . . . ,∞, τ0 = 0.

Let (Z(t)) denote the measure valued compound Poisson process describing cumu-
lative pollution. Then

Z(t) =
∑
τk≤t

σkδξk , t ≥ 0,
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with δξ denoting the Dirac delta function at ξ ∈ O. Note that

EZ(t)(A) = λt

∫ ∞
0

σ dν(σ)
∫
O
δξ(A) dµ(ξ) = λt

∫ ∞
0

σ dν(σ)µ(A),

for A ∈ B(O).

Let Z̃(t) = Z(t) − EZ(t). We may interpret Z̃ as a cylindrical Lévy process on
L2(O, µ) as follows. For ψ ∈ L2(O, µ) let

M(t)ψ :=
∫
O
ψ dZ̃(t).

It can be calculated that

E|M(1)ψ|2

= (λ2 + λ)
∫ ∞

0

σ2 dν(σ)
∫
O
ψ2 dµ− λ2

(∫ ∞
0

σ dν(σ)
)2(∫

O
ψ dµ

)2

.

So as long as
∫∞

0
σ2 dν(σ) < ∞ we have that M is a cylindrical martingale. Fur-

thermore, it follows that the covariance operator R is given by

Rψ = (λ2 + λ)
∫ ∞

0

σ2 dν(σ)ψ − λ2

(∫ ∞
0

σ dν(σ)
)2

〈ψ,1〉L2(O,µ)1,

for ψ ∈ L2(O, µ), with 1 denoting the constant function equal to 1, µ-almost every-
where on O. By virtue of the fact that ν and µ are probability measures, we may
estimate

〈ψ,Rψ〉 ≥ λ
∫ ∞

0

σ2dν(σ)
∫
O
ψ2 dµ.

It follows that R is a coercive mapping on L2(O, µ). Therefore the RKHS H of M
is isomorphic to L2(O;µ); however the natural inclusion is not an isometry.

2.5 Stochastic di�erential equations

To study stochastic di�erential equations in H, we use the following ingredients.

Hypothesis 2.24. (i) M is a cylindrical martingale of stationary covariance with
RKHS H.

(ii) (S(t))t≥0 is a strongly continuous semigroup in H;

(iii) F : D(F )→ H is a mapping such that D(F ) is dense in H and there exists a
function a ∈ L1

loc([0,∞)) such that for all t > 0 and x, y ∈ D(F ),

|S(t)F (x)− S(t)F (y)|H ≤ a(t)|x− y|H and

|S(t)F (x)|H ≤ a(t) (1 + |x|H);
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(iv) G : D(G)→ LHS(H;H) is a mapping such that D(G) is dense in H and there
exists a function b ∈ L2

loc([0,∞)) such that for all t > 0 and x, y ∈ D(G),

||S(t)G(x)− S(t)G(y)||LHS(H;H) ≤ b(t)|x− y|H and

||S(t)G(x)||LHS(H;H) ≤ b(t)(1 + |x|H).

Remark 2.25. Note that (iii) and (iv) of Hypothesis 2.24 are trivially implied by
Lipschitz continuity of F and G.

A stochastic di�erential equation or stochastic Cauchy problem is an equation of the
form {

dX = [AX + F (X)] dt+G(X) dM, t ≥ t0
X(t0) = X0.

(2.14)

Equation (2.14) is only a formal expression. Below we de�ne the meaning of a
solution to (2.14):

De�nition 2.26. Suppose Hypothesis 2.24 holds. Let X0 ∈ L2(Ω,Ft0 ;H). A (mild)
solution to (2.14) starting at time t0 from X0 is a predictable process X = (X(t))t≥t0
such that

sup
t∈[t0,T ]

E|X(t)|2H <∞, for all T > t0,

satisfying

X(t) = S(t− t0)X0 +
∫ t

t0

S(t− s)F (X(s)) ds

+
∫ t

t0

S(t− s)G(X(s)) dM(s), t ≥ t0. (2.15)

If in addition X(t) ∈ D(A) almost surely for t ≥ t0, and

X(t) = X0 +
∫ t

t0

AX(s) + F (X(s)) ds+
∫ t

t0

G(X(s)) dM(s), t ≥ t0, (2.16)

then X is called a strong solution to (2.14).

The following result on existence and uniqueness of solutions is classical (see [71],
Theorem 9.29).

Theorem 2.27. Suppose Hypothesis 2.24 holds. Then for all t0 ≥ 0 and X0 ∈
L2(Ω,Ft0 ;H) there exists a unique (predictable) solution X = (X(t; t0, X0))t≥t0
to (2.14). Furthermore for all t0 < T < ∞ there exists a constant L > 0 such that
for all x, y ∈ H

sup
t∈[t0,T ]

E|X(t; t0, x)−X(t; t0, y)|2H ≤ L|x− y|2H

sup
t∈[t0,T ]

E|X(t; t0, x)|2H ≤ L(1 + |x|2H).
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Finally for all 0 ≤ t0 ≤ t and x ∈ H the law of X(t; t0, x) does not depend on the
choice of the probability space (Ω,F , (Ft)t≥0,P).

The following proposition ([39], Proposition 1.3 (i), [24], Proposition 7.3) is impor-
tant in the study of regularity of solutions.

De�nition 2.28. A strongly continuous semigroup (S(t))t≥0 on a Banach space X
is called a generalized contraction if ||S(t)x|| ≤ eωt||x|| for some ω ∈ R and all
t ≥ 0, x ∈ X.

Proposition 2.29 (Estimate for stochastic convolution). Consider the process

MΦ
A (t) :=

∫ t

0

S(t− s)Φ(s) dM(s),

whereM is a cylindrical martingale of stationary covariance with RKHS H, (S(t))t≥0

is a strongly continuous semigroup on H, and Φ ∈ L2
M,T (H).

(i) Suppose that S is a generalized contraction semigroup and p ∈ (0, 2]. Then
there exists a constant Kp,T such that

E

[
sup
t∈[0,T ]

|MΦ
A (t)|p

]
≤ Kp,TE

(∫ T

0

||Φ(t)||2LHS(H;H) dt

)p/2
.

(ii) Suppose that p > 2, M is continuous. Then there exists a constant Kp,T such
that

E

[
sup
t∈[0,T ]

|MΦ
A (t)|p

]
≤ Kp,TE

∫ T

0

||Φ(t)||pLHS(H;H) dt

for all Φ ∈ L2
M,T (H) for which E

∫ T
0
||Φ||pLHS(H;H) dt <∞. Furthermore

lim
n→∞

E sup
t∈[0,T ]

|MΦ
A (t)−MΦ

An(t)|p = 0,

where (An)n∈N are approximations of A (see section 6.4.2).

The constant Kp,T depends only on p, T ,

Remark 2.30. For the case where S is a generalized contraction, note that we may
assume without loss of generality that S is a contraction. This case is proven in [39],
Proposition 1.3 (i). Their proof is based on Szek®falvi-Nagy's theorem on unitary
dilations ([27], Theorem 7.2.1).

The second case is proven, using a factorization of the stochastic integral, in [24],
Proposition 7.3 for M a cylindrical Wiener process and (An)n∈N Yosida approxi-
mants. The proof extends without problem to our case.
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For one case we can establish the cadlag property for paths of solutions (see [71],
Theorem 9.29).

Hypothesis 2.31. (i) M is a cylindrical martingale of stationary covariance with
RKHS H;

(ii) (S(t))t≥0 is a generalized contraction;

(iii) F satis�es the conditions of Hypothesis 2.24;

(iv) G is globally Lipschitz.

Theorem 2.32. Suppose Hypothesis 2.31 holds. Then the solution X(·; t0, X0)
of (2.14) has a cadlag version.

Another important case is when we can exploit the factorization method ([23], [71],
Chapter 11). For this we introduce a third set of assumptions on M , S, F and G.

Hypothesis 2.33. (i) M is a continuous cylindrical martingale with RKHS H;

(ii) (S(t))t≥0 is a strongly continuous semigroup acting on H;

(iii) Fix q > 2 and α ∈ (1/q, 1/2). There exists a measurable function a : (0, T ]→
(0,∞) such that ∫ T

0

a(t)t−α dt <∞,

and for all t ∈ (0, T ] and x, y ∈ H,

|S(t)F (x)|H ≤ a(t)(1 + |x|H)
|S(t)(F (x)− F (y))|H ≤ a(t)|x− y|H .

(iv) There exists a measurable function b : (0, T ]→ (0,∞) such that∫ T

0

b2(t)t−2α dt <∞,

and for all t ∈ (0, T ] and x, y ∈ H,

||S(t)G(x)||LHS(H;H) ≤ b(t)(1 + |x|H),
||S(t)(G(x)−G(y))||LHS(H;H) ≤ b(t)|x− y|H .

(v) X0 ∈ Lq(Ω;H).

Note that (i), (iii) and (iv) of Hypothesis 2.33 are stronger than (i), (iii) and (iv)
of Hypothesis 2.24. For this situation we can establish continuity of paths (see [71],
Theorem 11.8).
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Theorem 2.34. Suppose Hypothesis 2.33 holds. Then there exists a modi�cation of
the solution X(·; t0, X0) of (2.14) such that X ∈ Lq(Ω;C([0, T ];H)). In particular,
X has continuous trajectories.

Remark 2.35. The proof in [71], Theorem 11.8, for the Wiener case can be extended
without problems to the case of continuous cylindrical martingales, using the BDG
inequalities (2.2).

2.6 Notes and remarks

The results of this chapter are not new. For �nite dimensional stochastic integration
and di�erential equations, see [44] and [73]. The Hilbert space theory is developed
in [24] (for Wiener processes) and [43], [61] and [71] (for more general processes).

In this thesis we concentrate on stochastic di�erential equations with Hilbert space
valued solutions. It is essentially the Itô isometry which makes Hilbert spaces tai-
lormade for stochastic integration theory.

It is however possible to work with Banach space valued stochastic integration and
stochastic di�erential equations. This theory has been developed to a great extent
in recent years, but is rather sophisticated on the functional analytical level. Fur-
thermore, for our prime example, the stochastic delay equation, the natural Banach
space to work with is the space of continuous functions. This Banach space does
not possess the so-called UMD-property, which makes it an inconvenient space for
stochastic analysis. The interested reader is referred to [91], [93] or [88].

The example of environmental pollution of Section 2.4.2 is based on similar examples
in [71] and [43]. For another discussion of the dynamics of pollution, see [86].
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THREE

Stochastic di�erential equations with delay

Di�erential equations with delayed dependence have been studied for several cen-
turies now. See for example an overview article by Erhard Schmidt [78]. One can
think of both ordinary di�erential equations and partial di�erential equations, per-
turbed by a dependence on the `past' of the process, leading to functional di�erential
equations (see [28], [29], [38]) and partial functional di�erential equations (see [82],
[83]), respectively. The latter class has attracted some amount of research activity
recently, see for example [53] and [94].

Strictly speaking a delay di�erential equation is a speci�c example of a functional
di�erential equation, in which the functional part of the di�erential equation is
the evaluation of a functional on the past of the process. However, we will freely
interchange the terminology `delay di�erential equation' and `functional di�erential
equation'.

We wish to extend the analysis of deterministic delay di�erential equations to de-
lay di�erential equations perturbed by random noise or stochastic delay di�erential
equations.

In Section 3.1 we show how to study deterministic delay equations in a Hilbert space
context, introducing the delay semigroup. In Section 3.2 we take advantage of this
by explaining how to study stochastic delay di�erential equations. Examples of such
evolutions are described in Sections 3.3 (stochastic functional di�erential equations)
and 3.4 (stochastic partial di�erential equations with delay).

This chapter concludes with two useful results on the delay semigroup. In Section 3.5
we show that for a large amount of cases the delay semigroup is eventually compact.
Section 3.6 explains how, in quite some cases, we may renorm the state space in
such a way that the delay semigroup becomes a contraction semigroup.
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3.1 Abstract delay di�erential equations

We present here the abstract framework for the study of deterministic delay di�er-
ential equations, or delay equation, of [7]. Here we choose to work mainly in L2

spaces since these spaces are particularly suited for stochastic analysis (see the dis-
cussion in Section 2.6). Deterministic delay equations may also be studied in spaces
of continuous functions, see [29] and [32], Section VI.6.

LetX,Z be Banach spaces, and letW 1,p([−1, 0];Z) denote the Sobolev space consist-
ing of equivalence classes of functions in Lp([−1, 0];Z) which have a weak derivative
in Lp([−1, 0;V ) (see [81], Chapter 4).

Consider the abstract di�erential equation with delay
d
dtu(t) = Bu(t) + Φut, t > 0,
u(0) = x,
u0 = f,

(3.1)

under the following assumptions:

Hypothesis 3.1. (i) x ∈ X;

(ii) B is the generator of a strongly continuous semigroup (S(t))t≥0 in X;

(iii) D(B) ↪→ Z ↪→ X with the injections being dense;

(iv) f ∈ Lp([−1, 0];Z), 1 ≤ p <∞;

(v) Φ : W 1,p([−1, 0];Z)→ X is a bounded linear operator.

(vi) u : [−1,∞)→ X and for t ≥ 0, ut : [−1, 0]→ X is de�ned by ut(σ) = u(t+σ),
σ ∈ [−1, 0].

In general, if (ξ(t))t∈[−1,∞) is a process, then the process (ξt)t≥0 with values in a
function space, de�ned by ξt(σ) := ξ(t+ σ), t ≥ 0, σ ∈ [−1, 0], is called the segment
process of ξ. So here (ut)t≥0 is the segment process of (u(t))t∈[−1,∞). It keeps track
of the history of (u(t))t∈[−1,∞).

De�nition 3.2. A classical solution of (3.1) is a function u : [−1,∞) → X that
satis�es

(i) u ∈ C([−1,∞);X) ∩ C1([0,∞);X);

(ii) u(t) ∈ D(B) and ut ∈W 1,p([−1, 0];Z) for all t ≥ 0;

(iii) u satis�es (3.1).
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To employ a semigroup approach we introduce the Banach space

Ep := X × Lp([−1, 0];Z),

and the closed, densely de�ned operator in Ep,

A :=
[
B Φ
0 d

dσ

]
, D(A) =

{(
x
f

)
∈ D(B)×W 1,p([−1, 0];Z) : f(0) = x

}
. (3.2)

The equation (3.1) is called well-posed if for all (x, f) ∈ D(A), there exists a unique
classical solution of (3.1) that depends continuously on the initial data (in the sense
of uniform convergence on compact intervals).

It is shown in [7], Corollary 3.7, that A generates a strongly continuous semigroup in
Ep if and only if (3.1) is well-posed. In this case the semigroup is called an (abstract)
delay semigroup.

Furthermore, su�cient conditions on Φ are given for this to be the case:

Hypothesis 3.3. Let St : X → Lp([−1, 0];Z) be de�ned by

(Stx)(τ) :=
{
S(t+ τ)x if − t < τ ≤ 0,
0 if − 1 ≤ τ ≤ −t, t ≥ 0.

Let (T0(t))t≥0 be the nilpotent left shift semigroup on Lp([−1, 0];Z). Assume that
there exists a function q : [0,∞)→ [0,∞) with limt↓0 q(t) = 0, such that∫ t

0

||Φ(Srx+ T0(r)f)|| dr ≤ q(t)
∣∣∣∣∣∣∣∣(xf

)∣∣∣∣∣∣∣∣ (3.3)

for all t > 0 and

(
x
f

)
∈ D(A). Furthermore suppose that either

(A) Z = X or

(B) (i) (B,D(B)) generates an analytic semigroup (S(t))t≥0 on X, and

(ii) for some δ > ω0(B) there exists ϑ < 1
p such that

D((−B + δI)ϑ) ↪→ Z ↪→ X,

with the injections being dense.

Theorem 3.4. Assume Hypothesis 3.3 holds. Then (A,D(A)) is the generator of a
strongly continuous semigroup (T (t))t≥0 on Ep.

Proof: See [7], Theorem 3.26 and Theorem 3.34.

Remark 3.5. Condition (3.3) is slightly stronger than needed but will also provide
us with su�cient regularity of the delay semigroup later on (see [7], Section 4.1).
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Example 3.6. Let Φ : C([−1, 0];Z)→ X be given by

Φ(f) :=
∫ 0

−1

dη f,

where η : [−1, 0]→ L(Z;X) is of bounded variation.

Suppose that either Z = X or (B,D(B)) satis�es the assumptions (B-i) and (B-ii)
of Hypothesis 3.3. Then the conditions of Hypothesis 3.3 are satis�ed and hence
(A,D(A)) generates a strongly continuous semigroup (see [7], Theorem 3.29 and
Theorem 3.35). �

3.2 Stochastic di�erential equations with delay

In the previous section we explained how to interpret a delay di�erential equation
from an in�nite-dimensional point of view. How to do this if we perturb such an
equation by noise (which possibly also depends on the history of the process)?

Consider the following general form of a stochastic delay di�erential equation.


dY (t) = [BY (t) + ΦYt + ϕ(Y (t), Yt)] dt+ ψ(Y (t), Yt) dM(t),

t ≥ 0,
Y (0) = x,
Y (t) = f(t), −1 ≤ t ≤ 0.

(3.4)

where

Hypothesis 3.7. (i) X and Z are Hilbert spaces;

(ii) B, Φ, x and f are as in Hypothesis 3.1 with p = 2, and Hypothesis 3.3 is
satis�ed;

(iii) ϕ : E2 → X is Lipschitz;

(iv) M is a cylindrical martingale with RKHS H;

(v) Either

(a) ψ : E2 → LHS(H;X) is Lipschitz, or

(b) X = Z, Φ ∈ L(L2([−1, 0];X);X) and ψ : D(ψ) ⊂ E2 → L(H;X) with
D(ψ) dense in E2, and, for all t > 0,

||S(t)ψ(x)− S(t)ψ(y)||LHS(H;X) ≤ q(t)|x− y|E2 , x, y ∈ D(ψ), and

||S(t)ψ(x)||LHS(H;X) ≤ q(t)(1 + |x|E2), x ∈ D(ψ),

where (S(t))t≥0 is the strongly continuous semigroup in L(X) generated
by B, and with q ∈ L2

loc([0,∞)).
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Let A, de�ned by (3.2), generate a delay semigroup (T (t))t≥0 as in the previous
section. Note that, for a large class of noise processes and choices of ψ, a solution
(Y (t)) to (3.4) has paths which are non-di�erentiable almost surely, even when the
initial condition is smooth. This implies that we can not just rephrase (3.4) into a
strong stochastic evolution equation in E2 of the form

dξ = [Aξ(t) + F (ξ(t))] dt+G(ξ(t)) dM(t),

for the process ξ(t) =
(
Y (t)
Yt

)
, since in general Yt /∈ W 1,2([−1, 0];Z) and hence

ξ(t) /∈ D(A), t ≥ 0.

Instead we use the mild form

ξ(t) = T (t)
(
x
f

)
+
∫ t

0

T (t−s)F (ξ(s)) ds+
∫ t

0

T (t−s)G(ξ(s)) dM(s), t ≥ 0, (3.5)

where we de�ne the mappings F : E2 → E2 and G : E2 → LHS(H; E2) by

F

(
x
f

)
:=
(
ϕ(x, f)

0

)
and G

(
x
f

)
:=
(
ψ(x, f)

0

)
,

(
x
f

)
∈ E2.

By its de�nition F is Lipschitz, and if case (v-a) holds G is Lipschitz as well. We
will now show that, also in case (v-b), G satis�es su�cient conditions in order for a
solution to (3.5) to exists.

Throughout this chapter, let

π1 :X × L2([−1, 0];Z)→ X and

π2 :X × L2([−1, 0];Z)→ L2([−1, 0];Z)

denote the canonical orthogonal projections.

Lemma 3.8. Suppose condition Hypothesis 3.7, (v-b) holds. Then the mapping
T (t)G with G as above satis�es the estimates of Hypothesis 2.24, (iv).

Proof: Let (T0(t))t≥0 be the strongly continuous semigroup in E2 generated by

A0 =
(
B 0
0 d

dσ

)
, D(A0) = D(A).

Note that

π1T0(t)G(x) = S(t)ψ(x), and

π2T0(t)G(x)(σ) =
{
S(t+ σ)ψ(x), t+ σ > 0
0, t+ σ < 0,
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for t > 0 and x ∈ D(ψ).

It can be veri�ed that, for general Ψ ∈ LHS(H; E2),

||Ψ||2LHS(H;E2) ≤ ||π1Ψ||2LHS(H;X) +
∫ 0

−1

||π2Ψ(σ)||2LHS(H;X) dσ.

Hence, for 0 ≤ t ≤ 1,

||T0(t)(G(x)−G(y))||2LHS(H;E2)

= ||S(t)(ψ(x)− ψ(y))||2LHS(H;X) +
∫ 0

−t
||S(t+ σ)(ψ(x)− ψ(y))||2LHS(H;X) dσ

≤
(
q(t)2 +

∫ t

0

q(r)2 dr

)
|x− y|2E2 ,

and for t > 1

||T0(t)(G(x)−G(y))||2LHS(H;E2)

= ||S(t)(ψ(x)− ψ(y))||2LHS(H;X) +
∫ 0

−1

||S(t+ σ)(ψ(x)− ψ(y))||2LHS(H;X) dσ

≤
(
q(t)2 +

∫ 1

0

q(t+ r − 1)2 dr

)
|x− y|2E2 .

Note that the mapping

t 7→ m(t) :=

{
q(t)2 +

∫ t
0
q(r)2 dr, 0 ≤ t ≤ 1,

q(t)2 +
∫ 1

0
q(t+ r − 1)2 dr, t > 1.

is locally integrable, by local square integrability of q.

By variation of constants,

T (t)G(x) = T0(t)G(x) +
∫ t

0

T0(t− s)
(

0 Φ
0 0

)
T (s)G(x) ds,

and therefore, for 0 ≤ t ≤ T ,

||T (t)(G(x)−G(y))||2LHS(H;E2)

≤ 2||T0(t)(G(x)−G(y))||2LHS(H;E2)+

2
∣∣∣∣∣∣∣∣∫ t

0

T0(t− s)
(

0 Φ
0 0

)
T (s)(G(x)−G(y)) ds

∣∣∣∣∣∣∣∣2
LHS(H;E2)

≤ 2m(t)|x− y|2E2 + 2T
∫ t

0

||T0(t− s)
(

0 Φ
0 0

)
T (s)(G(x)−G(y))||2LHS(H;E2) ds

≤ 2m(t)|x− y|2E2 + 2TM2(e2ωT ∨ 1)||Φ||2
∫ t

0

||T (s)(G(x)−G(y))||2LHS(H;E2) ds.
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where ||T0(t)|| ≤Meωt, t ≥ 0. Hence, by Gronwall,

||T (t)(G(x)−G(y))||2LHS(H;E2) ≤ 2m(t)|x− y|2E2 exp(2TM2(e2ωT ∨ 1)||Φ||2t).

We see that this mapping is locally integrable in t and hence the �rst requirement
of Hypothesis 2.24 (iv) is satis�ed.

In a similar way we may estimate ||T (t)G(x)||LHS(H;E2) to obtain the second require-
ment.

By Theorem 2.27 there exists a unique solution to (3.5). We will now show that
such a solution solves (3.4).

Theorem 3.9. Suppose (ξ(t))t≥0 is the unique solution of (3.5). Then Y (t) :=
π1ξ(t), t ≥ 0, satis�es (3.4), and Yt := π2ξ(t), t ≥ 0 is the segment process of
(Y (t))t≥0.

Proof: We prove the �rst statement. Rewrite (3.5) into

π1ξ(t) = y

(
t;
(
x
f

))
+
∫ t

0

y(t− s;F (ξ(s)) ds+
∫ t

0

y(t− s;G(ξ(s)) dM(s)

π2ξ(t) = yt

(
x
f

)
+
∫ t

0

yt−s(F (ξ(s))) ds+
∫ t

0

yt−s(G(ξ(s))) dM(s),

where, for ζ ∈ E2, (y(t; ζ))t≥−1 is the solution of

d

dt
y(t) = By(t) + Φyt, t ≥ 0, and y(0) = π1ζ, y0 = π2ζ,

so that y(t; ζ) = π1T (t)ζ, and (yt(ζ))t≥0 is the segment process of (y(t; ζ))t≥−1.

First note that, for almost all σ ∈ [−1, 0] and t ≥ 0,

π2ξ(t)(σ) = y

(
t+ σ;

(
x
f

))
+
∫ t

0

y(t+ σ − s;F (ξ(s))) ds

+
∫ t

0

y(t+ σ − s;G(ξ(s))) dM(s)

= y

(
t+ σ;

(
x
f

))
+
∫ t+σ

0

y(t+ σ − s;F (ξ(s))) ds

+
∫ t+σ

0

y(t+ σ − s;G(ξ(s))) dM(s)

= π1ξ(t+ σ) almost surely.

The second equality holds since y(r; ζ) = 0 for −1 ≤ r < 0 if π2ζ = 0. We conclude
that π2ξ is the segment process of π1ξ.

Note that, by Fubini,∫ t

0

∫ s

0

T (s− r)F (ξ(r)) dr ds =
∫ t

0

∫ t

r

T (s− r)F (ξ(r)) ds dr, t ≥ 0,
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and since
∫ t
r
T (s−r)x ds ∈ D(A) for x ∈ E2, 0 ≤ r ≤ t, (for any strongly continuous

semigroup, see [32], Lemma II.1.3) we have, by closedness of A,∫ t

0

∫ s

0

T (s− r)F (ξ(r)) dr ds ∈ D(A), t ≥ 0, (3.6)

Similarly, using stochastic Fubini (see [71], Theorem 8.14),∫ t

0

∫ s

0

T (s− r)G(ξ(r)) dM(r) ds ∈ D(A), t ≥ 0. (3.7)

Now evaluate for t ≥ 0,

π1A

∫ t

0

ξ(s) ds = π1A

∫ t

0

T (s)
(
x
f

)
ds+ π1A

∫ t

0

∫ s

0

T (s− r)F (ξ(r)) dr ds

+ π1A

∫ t

0

∫ s

0

T (s− r)G(ξ(r)) dM(r) ds

= π1A

∫ t

0

T (s)
(
x
f

)
ds+ π1

∫ t

0

A

∫ t

r

T (s− r)F (ξ(r)) ds dr

+ π1

∫ t

0

A

∫ t

r

T (s− r)G(ξ(r)) ds dM(r)

= π1(T (t)− I)
(
x
f

)
+ π1

∫ t

0

T (t− r)F (ξ(r))− F (ξ(r)) dr

+ π1

∫ t

0

T (t− r)G(ξ(r))−G(ξ(r)) dM(r) almost surely.

Note that all the terms are wellde�ned; in particular, A is evaluated only on elements
in its domain by (3.6), (3.7).

Hence

x+ π1A

∫ t

0

ξ(s) ds+ π1

∫ t

0

F (ξ(s)) ds+ π1

∫ t

0

G(ξ(s)) dM(s)

= π1T (t)
(
x
f

)
+ π1

∫ t

0

T (t− r)F (ξ(r)) dr + π1

∫ t

0

T (t− r)G(ξ(r)) dM(r)

= π1ξ(t) almost surely.

We see that π1ξ satis�es (3.4).

The converse statement is proved by a reversion of the above argument.

Lemma 3.10. There exists at most one solution (Y (t))t≥0 to (3.4) satisfying

sup
0≤t≤T

E|(Y (t), Yt)|2E2 <∞ (3.8)

for all T > 0.
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Proof: Suppose there exist two solutions, (Y (t)) and (Z(t)), satisfying (3.8). De-

note ξ(t) :=
(
Y (t)
Yt

)
and η(t) :=

(
Z(t)
Zt

)
.

Then by a standard argument involving Gronwall's lemma, it may be shown that
for T > 0

sup
0≤t≤T

E|ξ(t)− η(t)|2E2 = 0.

Corollary 3.11. Under the conditions of Hypothesis 3.7 there exists a unique so-

lution to (3.5), or equivalently, to (3.4) by the identi�cation ξ(t) =
(
Y (t)
Yt

)
, t ≥ 0,

satisfying (3.8).

Proof: This is a combination of Theorem 2.27, Theorem 3.9 and Lemma 3.10.

3.3 Stochastic functional di�erential equation in �-

nite dimensions

The most elementary example of the theory above is the case where X = Z = Rn,
so E2 = Rn × L2([−1, 0]; Rn). In this case B ∈ L(Rn) is automatically bounded.
Furthermore the injection of the noise is automatically Hilbert-Schmidt. A special
case is the case for which Φ has the form

Φx :=
k∑
i=1

Bix(t− θi) =
∫ 0

−1

dη xt, x ∈W 1,2([−1, 0]; Rn),

with k ∈ N, Bi ∈ L(Rn) and θi ∈ [−1, 0] for i = 1, . . . , k and

η(σ) =
k∑
i=1

H(σ − θi)Bi, σ ∈ [−1, 0]

where H denotes the Heaviside step function.

We also assume that the noise assumes values in a �nite dimensional space Rk so
we allow as perturbations the mappings ϕ : E2 → Rn and ψ : E2 → L(Rk; Rn). We
thus arrive at the following typical example of a stochastic di�erential equation with
delay:

dx(t) =

[
Bx(t) +

k∑
i=1

Bix(t− hi) + ϕ(x(t), xt)

]
dt+ ψ(x(t), xt) dM(t). (3.9)
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3.3.1 Example: Population growth with random migration

Consider, as in Chapter 1, a population (x(t))t≥0 evolving with constant birth rate
β > 0 and constant death rate α > 0. Let r = 1 indicate the development period
of an individual. Suppose there is migration with random rate g which may depend
on the size of the population. This leads to the stochastic di�erential equation with
delay

dx(t) = [−αx(t) + βx(t− r)] dt+ g(x(t)) dW (t), t > 0.

For results on stability of this equation in the case of multiplicative noise, see Ex-
ample 6.30.

3.4 Stochastic partial di�erential equations with de-

lay

The following examples illustrate the two di�erent cases of Hypothesis 3.7 (v).

3.4.1 Example: PDE with delay and noise

Consider the following reaction di�usion equation with delay and noise on a closed
interval O ⊂ R:

du(t, ξ)
=
[
∂2

∂ξ2u(t, ξ) +
∫ 1

0
ρ(s)u(t− s, ξ) ds

+ ϕ(u(t), ut)(ξ)] dt+ Ψ dM(t, ξ), t ≥ 0, ξ ∈ O,
∂u(t,ξ)
∂ν = 0, t ≥ 0, ξ ∈ ∂O

u(t, ξ) = f(t, ξ), t ∈ [−1, 0], ξ ∈ O,
u(0, ξ) = x(ξ), ξ ∈ O.

(3.10)

with

(i) delay distribution density ρ ∈ L∞([0, 1]),

(ii) initial conditions f ∈ L2([−1, 0];L2(O)) and x ∈ L2(O),

(iii) Lipschitz reaction term ϕ : L2(O) × L2([−1, 0];L2(O)) → L2(O) (possibly
non-linear and/or non-local),

(iv) (M(t))t≥0 a cylindrical martingale with RKHS H = L2(O),

(v) Ψ ∈ L(H).
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Examples of cylindrical martingales with RKHS L2(O) are given in Section 2.4.

We employ the semigroup approach by setting X = Z = L2(O), as state space the
Hilbert space E2 = L2(O)× L2([−1, 0];L2(O)), with A as de�ned in (3.2), with

B := ∆, D(B) =
{
v ∈W 1,2(O) : ∆v ∈ L2(O) and

∂v

∂ν
(ξ) = 0, ξ ∈ ∂O

}
and

Φ(w)(ξ) :=
∫ 1

0

ρ(s)w(t− s, ξ) ds, w ∈ L2([−1, 0];L2(O)).

Note that Φ ∈ L(L2([−1, 0];L2(O))). Furthermore let

F

((
v
w

))
:=
(
ϕ(v, w)

0

)
and G (·) :=

(
Ψ
0

)
,

(
v
w

)
∈ E2.

Then the partial di�erential equation with noise and delay (3.10) is described by
the abstract stochastic di�erential equation (3.5) in the state space H = E2. It may
be veri�ed that all conditions of Hypothesis 3.7 are satis�ed. In particular it can
be calculated explicitly that t 7→ ||S(t)||LHS(L2(O)) is square integrable on [0,∞), so
that condition (v-b) of the Hypothesis holds. In more than one dimension this is not
the case (see also [24], Example 5.7). We may conclude that there exists a unique
solution to (3.5) in this context of this example, and hence there exists a unique
solution to (3.10).

3.4.2 Example: Spreading and growing pollution with clean-

ing

Let O = [0, π]d, and let the noise and state spaces be de�ned as U = L2(O, µ) and
H = L2(O,Leb), respectively. Suppose this region is polluted by random deposits
at random locations with distribution µ on O, modeled by the stochastic process
(Z(t))t≥0 of Section 2.4.2. The pollution spreads through di�usion at rate γ but
cannot leave through the boundary. Furthermore cleaning takes place proportionally
to the total amount of pollution present at rate κ. After one time step the pollution
starts growing at rate η (think, for example, of batteries that start leaking).

The stochastic partial di�erential equation with delay corresponding to this descrip-
tion is

du(t, ξ) = (γ∆u(t, ξ)− κu(t, ξ) + ηu(t− 1, ξ) dt
+(ρ ? dZ(t))(ξ) t > 0, ξ ∈ O,

∂u(t,ξ)
∂ν = 0, t > 0, ξ ∈ ∂O,

u(0, ξ) = x(ξ), ξ ∈ O,
u(t, ξ) = f(t, ξ), −1 ≤ t ≤ 0, ξ ∈ O.

(3.11)

Here κ > 0, f ∈ L2([−1, 0];L2(O)) and x ∈ L2(O). The noise is convoluted with
a molli�er ρ ∈ L2(Rd) to ensure wellposedness of the equation, with convolution
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de�ned by

(ρ ? u)(ξ) :=
∫
O
ρ(ξ − η)u(η) dµ(η), ξ ∈ O.

Note that the mapping
Ψ : U → H, u 7→ ρ ? u

is Hilbert-Schmidt by the Hilbert-Schmidt kernel theorem (see [81], Proposition
A.6.10 or [71], Proposition A.7) and the observation that the mapping

K(ξ, η) := ρ(ξ − η), ξ, η ∈ O

satis�es K ∈ L2(O ×O,Leb⊗ µ). Indeed,

||Ψ||2LHS(U ;H) =
∫
O

∫
O
K(ξ, η)2 dξ dµ(η) ≤

∫
O

∫
Rd
ρ(ξ − η)2 dξ dµ(η)

=
∫
O

∫
Rd
ρ(ζ)2 dζ dµ(η) = ||ρ||2L2(Rd)µ(O) = ||ρ||2L2(Rd),

where we applied the translation ζ = ξ − η.

In a similar way as with the previous example we may treat this problem as a
stochastic evolution equation in L2(O)×L2([−1, 0];L2(O)) but now we do not need
the delay semigroup to be of bounded Hilbert-Schmidt norm since the injection of
the noise in L2(O) is Hilbert-Schmidt. As generator of the delay semigroup we have

A =
[
B Φ
0 d

dσ

]
(3.12)

with
B = γ∆− κI and Φz = ηz(−1), z ∈W 1,2([−1, 0];L2(O)).

Recall (see Section 2.4.2) that

Z(t) =
∑
τk≤t

σkδξk , t ≥ 0

The meaning of the stochastic part ρ ? dZ(t) is made clear by the following formal
manipulation:

(ρ ? Z(t))(ξ) =
∫
O
ρ(ξ − η)

∑
τk≤t

σkδξk(η) dµ(η) =
∑
τk≤t

σkρ(ξ − ξk), t ≥ 0, ξ ∈ O.

Let

ψ(ξ) :=
1
t
E [ρ ? Z(t)] = λ

∫ ∞
0

σ dν(σ)
∫
O
ρ(ξ − η) dµ(η), t ≥ 0,
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again using notation of Section 2.4.2. If we write N(t) := ρ?Z(t)−E [ρ ? Z(t)], then
N is a square integrable martingale and we may rewrite the stochastic equation
of (3.11) as

du(t, ξ) = (γ∆u(t, ξ)−κu(t, ξ)+ηu(t−1, ξ)+ψ(ξ) dt+dN(t) t > 0, ξ ∈ O. (3.13)

See Section 3.6.1 for results on dissipativeness of the semigroup corresponding to
this stochastic evolution and Section 4.2.3 and Section 4.3.1 for the existence (and
uniqueness) of an invariant measure for this stochastic evolution.

3.5 Eventual compactness of the delay semigroup

De�nition 3.12. A strongly continuous semigroup (T (t))t≥0 with in�nitesemal gen-
erator A is called eventually compact if there exists a t0 > 0 such that T (t0) is a
compact operator.

Under the condition of compactness of (S(t))t≥0, we can show eventual compactness
for the delay semigroup (T (t))t≥0 as described in Section 3.1.

To show eventual compactness of the delay semigroup we proceed as in [32], Section
VI.6. We make use of the following variant of the Arzelà-Ascoli theorem.

De�nition 3.13. A subset Φ of C(X;Y ) is pointwise relatively compact if and only
if for all x ∈ X, the set {f(x) : f ∈ Φ} is relatively compact in Y .

Theorem 3.14 (vector valued Arzelà-Ascoli, [66], Theorem 47.1). Let X be a com-
pact Hausdor� space and Y a metric space. Then a subset Φ of C(X;Y ) is relatively
compact if and only if it is equicontinuous and pointwise relatively compact.

Lemma 3.15. Suppose (S(t))t≥0 is immediately compact. Then R(λ,A)T (1) is
compact for all λ ∈ ρ(A).

Proof: According to [7], Proposition 3.19, we have the following expression for the
resolvent R(λ,A):

R(λ,A) =
[
R(λ,B + Φλ) R(λ,B + Φλ)ΦR(λ,A0)
ελR(λ,B + Φλ) [ελR(λ,B + Φλ)Φ + I]R(λ,A0)

]
, λ ∈ ρ(A), (3.14)

where, for λ ∈ C, Φλ ∈ L(X) is given by

Φλx := Φ(eλ·x), x ∈ X,

ελ is the function
ελ(s) := eλs, s ∈ [−1, 0].

and A0 is the generator of the nilpotent left-shift semigroup on Lp([−1, 0];X).
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Let

π1 : X × Lp([−1, 0];Z)→ X

and

π2 : X × Lp([−1, 0];Z)→ Lp([−1, 0];Z)

denote the canonical projections on X and Lp([−1, 0];Z), respectively.

Lemma 4.5 and Lemma 4.9 in [7] state that the operator R(λ,B + Φλ) is compact
for all λ ∈ ρ(A). Therefore, using (3.14)

π1R(λ,A)T (1) =
[
R(λ,B + Φλ) R(λ,B + Φλ)ΦR(λ,A0)

]
T (1) (3.15)

is compact.

We can therefore restrict our attention to

π2R(λ,A)T (1) : X × Lp([−1, 0];Z)→ Lp([−1, 0];Z).

Denote ϕ :=
(
x
f

)
where x ∈ X and f ∈ Lp([−1, 0];Z). Note that

d

dσ
π2R(λ,A)T (1)ϕ = π2AR(λ,A)T (1)ϕ,

Hence, using Hölder, there exists some constant M > 0 such that for all t0, t1 ∈
[−1, 0],

||π2R(λ,A)T (1)ϕ [(t1)− (t0)]||Z =
∣∣∣∣∣∣∣∣∫ t1

t0

[
d

dσ
π2R(λ,A)T (1)ϕ

]
(σ) dσ

∣∣∣∣∣∣∣∣
Z

=
∣∣∣∣∣∣∣∣∫ t1

t0

[π2AR(λ,A)T (1)ϕ] (σ) dσ
∣∣∣∣∣∣∣∣
Z

≤
∫ t1

t0

||[π2AR(λ,A)T (1)ϕ] (σ)||Z dσ

≤ |t1 − t0|1/q ||π2AR(λ,A)T (1)ϕ||Lp([−1,0];Z)

≤M |t1 − t0|1/q ||ϕ||Ep .

Here q > 1 is such that 1
q + 1

p = 1.

So

C := {π2R(λ,A)T (1)ϕ : ϕ ∈ Ep, ||ϕ||Ep ≤ 1} ⊂ C([−1, 0];Z)

is equicontinuous.
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Furthermore note that

[π2R(λ,A)T (1)ϕ] (σ)
= [π2T (1)R(λ,A)ϕ] (σ) (commutativity)

= [π2T (1 + σ)R(λ,A)ϕ] (0) (translation property)

= [π2R(λ,A)T (1 + σ)ϕ] (0) (commutativity)

= π1R(λ,A)T (1 + σ)ϕ (R(λ,A) maps into D(A)).

Again using (3.14) and the fact that R(λ,B + Φλ) is compact, we �nd that C is
pointwise relatively compact. By the vector-valued Arzelà-Ascoli theorem, Theo-
rem 3.14, we �nd that C is relatively compact in C([−1, 0];Z) and hence relatively
compact in Lp([−1, 0];Z).

From this we conclude that π2R(λ,A)T (1) is compact and combining this with (3.15),
R(λ,A)T (1) is compact.

We may now conclude that (T (t))t≥0 is eventually compact:

Theorem 3.16. Suppose Hypothesis 3.3 holds. Furthermore suppose (S(t))t≥0 is
immediately compact. Then (T (t))t≥0 is compact for all t > 1.

Proof: By [32], Lemma II.4.28, it is su�cient to show that (T (t)) is eventually
norm continuous for t > 1, and that R(λ,A)T (1) is compact for some λ ∈ ρ(A).

Now by [7], Lemma 4.5, (T (t)) is norm continuous for t > 1 (using that (S(t)) is
immediately compact and hence immediately norm continuous). Furthermore by
Lemma 3.15, R(λ,A)T (1) is compact for all λ ∈ ρ(A).

3.6 Dissipativeness of the delay semigroup

A convenient property that some generators of strongly continuous semigroups pos-
sess is that of dissipativity.

De�nition 3.17. Suppose A : D(A) → H is a linear operator. Then A is said to
be dissipative if 〈Ax, x〉 ≤ 0 for all x ∈ D(A).

A strongly continuous semigroup (T (t))t≥0 is said to be a contraction semigroup if
||T (t))|| ≤ 1 for all t ≥ 0.

It is well-known that a strongly continuous semigroup is a contraction semigroup if
and only if the in�nitesemal generator of the semigroup is dissipative.

The fact that a semigroup is a contraction semigroup is important in its own right.
Moreover, in the context of stochastic evolutions dissipativity of the generator can
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be used in many places, see for example Theorem 2.32, which establishes the cadlag
property of paths, Theorem 4.11 concerning the existence and uniqueness of invariant
measures, and Theorems 6.15 and 6.26 which establish the stability of stochastic
evolutions.

Recall the notation of Section 3.1. In this section we assume X = Z to be a Hilbert
space and p = 2.

Theorem 3.18. Suppose Φ has the form

Φf =
∫ 0

−1

dζ(s) f(s),

with ζ : [−1, 0] → L(X) of bounded variation. Suppose furthermore that B − λI is
dissipative. If there exists µ > λ such that

(λ− µ)2 > (|ζ|(0)− |ζ|(−1))
∫ 0

−1

e2µr d|ζ|(r),

then there exists an equivalent inner product on X×L2([−1, 0];X) such that A−µI
is dissipative with respect to this inner product.

Proof: Introduce a quadratic form on X × L2([−1, 0];X) by((
c
f

)
,

(
d
g

))
:= 〈c, d〉+

∫ 0

−1

τ(s)〈f(s), g(s)〉 ds.

We will make this into the new inner product satisfying the mentioned requirements.
First we determine τ such that 〈(A− µI)x, x〉 ≤ 0 for all x ∈ D(A). Then we will
check that 〈·, ·〉 is an equivalent inner product on X × L2([−1, 0];X).

We have for x ∈ D(A),

((A− µI)x, x)

= 〈Bx(0), x(0)〉+
〈∫ 0

−1

dζ(s)x(s), x(0)
〉

+
∫ 0

−1

τ(s)〈ẋ(s), x(s)〉 ds− µ|x(0)|2 − µ
∫ 0

−1

τ(s)|x(s)|2 ds

≤ (λ− µ)|x(0)|2 +
∫ 0

−1

|x(0)||x(s)| d|ζ|(s) +
∫ 0

−1

τ(s)
(

1
2

d

ds
|x(s)|2 − µ|x(s)|2

)
ds

= (λ− µ)|x(0)|2 +
∫ 0

−1

|x(0)||x(s)| d|ζ|(s)−
∫ 0

−1

1
2 τ̇(s)|x(s)|2 ds

+ 1
2

{
τ(0)|x(0)|2 − τ(−1)|x(−1)|2

}
−
∫ 0

−1

µτ(s)|x(s)|2 ds

≤ (λ− µ+ 1
2γ)|x(0)|2 +

∫ 0

−1

|x(0)||x(s)| d|ζ|(s) +
∫ 0

−1

(
−µτ(s)− 1

2 τ̇(s)
)
|x(s)|2 ds,
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where we denote γ := τ(0). Since τ̇ may not be de�ned, the last steps have to be
interpreted formally.

In order to be able to compare the two integrals, we demand (formally) that(
−µτ(s)− 1

2 τ̇(s)
)
ds = ρ(s)d|ζ|(s), (3.16)

with ρ : [−1, 0]→ R some, for the moment unspeci�ed, function.

Under this assumption, we obtain as su�cient condition for dissipativity

(−µ+ λ+ 1
2γ)|x(0)|2 +

∫ 0

−1

|x(0)||x(s)|+ ρ(s)|x(s)|2 d|ζ|(s) ≤ 0.

Dividing the lefthand side by |x(0)|2, we obtain

(−µ+ λ+ 1
2γ) +

∫ 0

−1

|x(s)|
|x(0)|

+ ρ(s)
(
|x(s)|
|x(0)|

)2

d|ζ(s)|

=
∫ 0

−1

−µ+ λ+ 1
2γ

|ζ|(0)− |ζ|(−1)
+
|x(s)|
|x(0)|

+ ρ(s)
(
|x(s)|
|x(0)|

)2

d|ζ(s)| ≤ 0.

Note that the integrand is a polynomial in |x(s)|
|x(0)| , which is at most zero if and only if

ρ(s) ≤ 0, a.a. s ∈ [−1, 0],

and

1− 4ρ(s)
−µ+ λ+ 1

2γ

|ζ|(0)− |ζ|(−1)
≤ 0.

We can obtain equality by putting ρ(s) ≡ ρ, with

ρ :=
|ζ|(0)− |ζ|(−1)
4
(
−µ+ λ+ 1

2γ
) .

Since necessarily ρ ≤ 0, we require

−µ+ λ+ 1
2γ < 0.

It is a straightforward exercise in partial integration to show that the expression

τ(s) := e−2µs

[
γ − |ζ|(0)− |ζ|(−1)

−2λ+ 2µ− γ

∫ 0

s

e2µr d|ζ|(r)
]

formally solves (3.16), and actually satis�es the required∫ 0

−1

τ(s)
(

1
2

d

ds
|x(s)|2 − µ|x(s)|2

)
ds

=
∫ 0

−1

ρ|x(s)|2 d|ζ|(s) + 1
2γ|x(0)|2 − 1

2τ(−1)|x(−1)|2.
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For 〈·, ·〉 to de�ne an equivalent inner product on X×L2([−1, 0];X), we require that
there exist constants c1, c2 > 0 such that c1 ≤ |τ(s)| ≤ c2 for almost all s ∈ [−1, 0].
In particular we demand that τ(s) > 0, s-a.s.

Note that τ(s) > 0 if and only if

γ − |ζ|(0)− |ζ|(−1)
−2λ+ 2µ− γ

∫ 0

s

e2µr d|ζ|(r) > 0, a.a. s ∈ [−1, 0],

that is

γ − |ζ|(0)− |ζ|(−1)
−2λ+ 2µ− γ

∫ 0

−1

e2µr d|ζ|(r) > 0

or equivalently

γ(−2λ+ 2µ− γ) > (|ζ|(0)− |ζ|(−1))
∫ 0

−1

e2µr d|ζ|(r).

We are free to choose γ in (0, 2(−λ+ µ)), so we pick the optimal γ = −λ+ µ. The
requirement

(−λ+ µ)2 > (|ζ|(0)− |ζ|(−1))
∫ 0

−1

e−2µr d|ζ|(r)

remains. If it is satis�ed, then it is easy to check that τ is bounded from below and
above and therefore does indeed de�ne an equivalent inner product.

Corollary 3.19. Suppose Φ has the form

Φf =
∫ 0

−1

dζ(s) f(s),

with ζ : [−1, 0] → L(X) of bounded variation. Suppose furthermore that B − λI is
dissipative. If

λ < −
∫ 0

−1

d|ζ|,

then there exists an equivalent inner product on E2 such that A is dissipative.

Proof: This follows immediately by noting that λ2 > (|ζ|(0) − |ζ|(−1))2 so that
the condition of Theorem 3.18 is satis�ed with µ = 0.

In particular this gives us a stability result for the delay semigroup. The estimate
provided is `sharp' in the sense that it reproduces the stability result [7], Corollary
5.9.

Theorem 3.20. Suppose B is the generator of a generalized contraction semigroup.
Then there exists an equivalent inner product on E2 such that A is the generator of
a generalized contraction semigroup.
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3.6. DISSIPATIVENESS OF THE DELAY SEMIGROUP

Proof: Denote the semigroup generated by B by (S(t))t≥0 and suppose that

||S(t)|| ≤ eλt, t ≥ 0.

Let ν > max
(

0, λ+
∫ 0

−1
d|ζ|

)
. De�ne B̃ := B − νI and λ̃ := λ − ν. It may be

veri�ed that the conditions of Corollary 3.19 are satis�ed for B̃ and λ̃, so that an
equivalent inner product (·, ·) on E2 exists such that the delay semigroup generated
by

Ã :=
[
B − νI Φ

0 d
dσ

]
is dissipative. Now for x ∈ D(A)

((A− νI)x, x) = (Ãx, x)− ν
∫ 0

−1

τ(σ)x(σ)2 dσ ≤ (Ãx, x) ≤ 0.

Note furthermore that, if A is of the form (3.2) with B − λI dissipative for some

λ ∈ R, we can always perturb A by a bounded operator of the form

(
−cI 0

0 0

)
to

obtain the generator of a new delay semigroup. If we choose c > 0 large enough, by
Corollary 3.19 we may change the inner product to obtain a dissipative generator.

In an entirely analogous way as for Theorem 3.18 we can prove the following slightly
stronger result in case Φ has a density function.

Proposition 3.21. Suppose Φ is of the form

Φf =
∫ 0

−1

ζ(σ)f(σ) dσ, f ∈ L2([−1, 0];X),

with ζ ∈ L2([−1, 0];L(X)). Suppose furthermore B−λI is dissipative. If there exists
µ > λ such that

(λ− µ)2 >

∫ 0

−1

e2µρ||ζ(ρ)||2 dρ.

then there exists an equivalent inner product on E2 such that A − µI is dissipative
with respect to this inner product.

The following is a �rst attempt at establishing conditions on more general genera-
tors A of strongly continuous semigroups such that there exists an equivalent inner
product such that A is dissipative.

To this end we need the notion of exact observability.

De�nition 3.22. Let A be the generator of a strongly continuous semigroup (T (t))t≥0

in a Hilbert space H. Let K be a Hilbert space and C ∈ L(H;K). Then (A,C) is
said to be exactly observable in time τ > 0 if the mapping x 7→ Cτx := CT (·)x :
H → L2([0, τ ];K) is injective and its inverse is bounded on the range of Cτ .
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CHAPTER 3. SDES WITH DELAY

Observability is a concept dual to controllability: (A,C) is exactly observable if and
only if (A,C∗) is exactly controllable (see [20], Section 4.1).

Proposition 3.23. Suppose A generates an asymptotically stable strongly continu-
ous semigroup (T (t))t≥0 in H. If there exists a Hilbert space K, a bounded linear
mapping C ∈ L(H;K) and τ > 0 such that (A,C) is exactly observable in time τ ,
then there exists an equivalent inner product on H such that A is dissipative with
respect to this inner product.

Proof: For this C, by the characterization of exactly observable systems ([20],
Corollary 4.1.14) we have

Q :=
∫ ∞

0

T ∗(t)C∗CT (t) dt ≥
∫ τ

0

T ∗(t)C∗CT (t) dt ≥ γI

for some γ > 0. Furthermore by Lyapunov theory ([20], Theorem 4.1.23) we have
that Q ∈ L(H) and

2〈QAx, x〉 = −|Cx|2 ≤ 0, x ∈ D(A).

3.6.1 Example: Environmental pollution

We return to the example of Section 3.4.2, where

A =
[
B Φ
0 d

dσ

]
with

B = γ∆− κI and Φz = ηz(−1), z ∈W 1,2([−1, 0];L2(O))

and where γ, κ and η are larger than zero.

Note that B + κI is dissipative, and therefore, by Corollary 3.19, the state space
L2(O) × L2([−1, 0];L2(O)) may be equipped with a new inner product such that
the generator of the delay semigroup is dissipative, as long as |η| < κ.

By tracing the proof of Theorem 3.18 this inner product can be seen to have the
form ((

c
x

)
,

(
d
y

))
= 〈c, d〉L2(O) + κ

∫ 0

−1

〈x(s), y(s)〉L2(O) ds.

3.7 Notes and remarks

Throughout this chapter we assumed for simplicity that the maximum amount of
delay equals one timestep but of course all results of this section can be extended to
more general maximum delay amounts.
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3.7. NOTES AND REMARKS

The proof of dissipativeness of the delay semigroup under an equivalent inner product
is a generalisation (with some loss of strength) of a result of [25], Section 10.3. Based
on the contents of Section 3.6, a short paper is being prepared for publication ([8]).

[63] is an introduction to stochastic delay di�erential equations. For results on
stochastic delay di�erential in the space of continuous functions, see [89] and [90].
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CHAPTER

FOUR

Existence of an invariant measure

We consider here in�nite-dimensional di�usions in a Hilbert space H described by
the di�erential equation{

dX(t) = [AX(t) + F (X(t))] dt+G(X(t)) dM(t), t ≥ 0,
X(0) = x,

(4.1)

with A the generator of a strongly continuous semigroup, F and G Lipschitz func-
tions and M a cylindrical martingale of stationary covariance, see Section 2.5.

For many choices of A,F and G it is impossible to obtain the exact solution of such
an equation. Therefore it is important to establish qualititative properties of the
solution on the basis of information on A, F , G and M .

One of these qualitative properties is the existence of an invariant probability mea-
sure: under what conditions does a measure µ on H exist such that if the initial
condition x has distribution µ, we have that X(t) has distribution µ for all t ≥ 0.

Often a compactness argument (Krylov-Bogoliubov, see e.g. [25], Theorem 3.1.1)
is used to establish the existence of an invariant measure. In �nite dimensions it
su�ces to show that the solutions of (4.1) are bounded in probability. In in�nite
dimensions, due to the absence of local compactness, we need to exploit compactness
properties of the solutions of the stochastic di�erential equation.

It has been shown [22] that a suitable criterion is that A generates a compact semi-
group. Together with solutions bounded in probability this su�ces to prove the
existence of an invariant measure. Another approach is taken in [85], based on
hyperbolicity of the driving semigroup and small Lipschitz coe�cients of the pertur-
bations.

The result obtained for compact semigroups leads immediately to the question
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CHAPTER 4. EXISTENCE OF AN INVARIANT MEASURE

whether eventual compactness of the semigroup can be used to establish existence
of an invariant measure. This is an interesting question because, for example, delay
di�erential equations, when put in an in�nite-dimensional framework, possess this
property (see Section 3.5). Also in the theory of structured population equations
eventually compact semigroups appear (see e.g. [31] and [32], Section VI.1). In [25]
it is conjectured that eventual compactness should be a su�cient criterion for the
existence of an invariant measure.

In Section 4.1 we show that eventual compactness of the semigroup, together with
compact factorizations of the perturbations F and G, can indeed be used to establish
the existence of an invariant measure. The result is applied to some examples in Sec-
tion 4.2, among which a stochastic functional di�erential equation and the currently
active (see e.g. [53], [54]) �eld of reaction-di�usion equations perturbed by delayed
feedback and noise (Section 4.2). In Section 4.3 we mention a result concerning the
existence and uniqueness of invariant measures for dissipative systems.

4.1 Main result

Recall that a strongly continuous semigroup (T (t))t≥0 with in�nitesemal generator
A is called eventually compact if there exists a t0 > 0 such that T (t0) is a compact
operator.

Throughout this section, we will assume that the following hypothesis holds:

Hypothesis 4.1. (i) H and H are separable Hilbert spaces and E1 and E2 are
Banach spaces;

(ii) A is the generator of a strongly continuous, eventually compact semigroup
(S(t)) on H; we assume without loss of generality that S(t) is compact for
t ≥ 1;

(iii) F : H → H is globally Lipschitz and admits a factorization F = C1 ◦Φ, where
C1 ∈ L(E1;H) is compact and Φ : H → E1 satis�es |Φ(x)| ≤ K(1 + |x|) for
all x ∈ H and some constant K > 0;

(iv) G : H → LHS(H;H) is globally Lipschitz and admits a factorization G(x) =
C2Ψ(x), x ∈ H, where C2 ∈ L(E2;H) is compact, and Ψ : H → LHS(H;E2)
satis�es |Ψ(x)|LHS(H;H) ≤ K(1 + |x|) for all x ∈ H and some constant K > 0;

(v) M is a cylindrical martingale with RKHS H;

(vi) For x ∈ H, (X(t, x))t≥0,x∈H is the unique mild solution (which exists by The-
orem 2.27) of the stochastic di�erential equation{

dX(t) = (AX(t) + F (X)) dt+G(X) dM(t), t ≥ 0,
X(0) = x, x ∈ H
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4.1. MAIN RESULT

(vii) For all x ∈ H and ε > 0, there exists R > 0 such that for all T ≥ 1,

1
T

∫ T

0

P(|X(t, x)| ≥ R) dt < ε.

Remark 4.2. Note that (vii) of Hypothesis 4.1 is trivially satis�ed if solutions (X(t, x))
are bounded in probability.

Under these assumptions, we can establish the existence of an invariant measure.

Theorem 4.3. Suppose Hypothesis 4.1 is satis�ed. Then there exists an invariant
measure for (X(t, x))t≥0.

To prove the theorem we need a couple of lemmas.

Lemma 4.4. Let (T (t)) be a strongly continuous semigroup acting on E1, C ∈
L(E2;E1) and suppose that T (t)C is compact for all t > 0.

Then

Vγ = {T (t)Ck : t ∈ [γ, 1], k ∈ E2, |k| ≤ 1}

is relatively compact for all γ > 0.

Moreover, if C is compact, then Vγ is relatively compact for all γ ≥ 0.

Proof: Assume T (t)C is compact for all t > 0. We will show that Vγ is relatively
compact for γ > 0. Indeed, let (vn) be a sequence in Vγ . There exist sequences
(tn) ⊂ [γ, 1], (xn) ⊂ E2, with |xn| ≤ 1, n ∈ N, such that

vn = T (tn)Cxn = T (tn − γ)T (γ)Cxn, n ∈ N.

Since T (γ)C is compact, there exists a subsequence (xnk) of (xn) such that
T (γ)Cxnk → y for some y ∈ E1, |y| ≤ ||T (γ)C||. Write sn := tn − γ ∈ [0, 1 − γ],
n ∈ N. Since [0, 1 − γ] is compact, by strong continuity of (T (t)), there exists a
further subsequence (snkl ) of (snk) such that T (snkl )y → z with z ∈ T ([0, 1− γ])y.

Now

|T (tnkl )Cxnkl − z| ≤ |T (snkl )T (γ)Cxnkl − T (snkl )y|+ |T (snkl )y − z|
≤ ||T (snkl )|||T (γ)Cxnkl − y|+ |T (snkl )y − z|
≤ m|T (γ)Cxnkl − y|+ |T (snkl )y − z| → 0

as l→∞. Here m = supt∈[0,1−γ] ||T (t)||.

If C = T (0)C is compact, then the proof above can be repeated for the case γ =
0.
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CHAPTER 4. EXISTENCE OF AN INVARIANT MEASURE

Lemma 4.5. Let (T (t)) be a strongly continuous semigroup acting on E1, C ∈
L(E2;E1) and suppose that T (t)C is compact for all t > 0. Let

Gf :=
∫ 1

0

T (1− s)Cf(s) ds, f ∈ Lp([0, 1];E2),

with p > 1. Then G ∈ L(Lp([0, 1];E2);E1) is compact.

Proof: De�ne for γ > 0 the operators Gγ ∈ L(Lp([0, 1];E2);E1) by

Gγf =
∫ 1−γ

0

T (1− s)Cf(s) ds, f ∈ Lp([0, 1];E2).

By Lemma 4.4, Vγ is relatively compact for γ > 0 and therefore its closed convex
hull Kγ is compact ([76], Theorem 3.25).

Let f ∈ Lp([0, 1];E2) and de�ne a positive measure on [0, 1] by

µf (ds) := |f(s)| ds.

Note that µf is a �nite measure since, by Jensen,

µf ([0, 1]) =
∫ 1

0

|f(s)| ds ≤
(∫ 1

0

|f(s)|p ds
) 1
p

.

Now

Gγf =
∫ 1−γ

0

T (1− s)C f(s)
|f(s)|

µf (ds),

is an integral over a positive, �nite measure with the integrand assuming values in
the convex set Kγ , so

Gγf ∈ µf ([0, 1])Kγ = ||f ||Lp([0,1];E2)Kγ .

So Gγ is compact for γ > 0.

Finally, it is straightforward, using Hölder and that p > 1, to show that Gγ → G in
operator norm as γ ↓ 0, so G is compact.

We will also need the following lemma from [13].

Lemma 4.6. Let H be a separable Hilbert space. Let K ⊂ H be compact. Then
there exists a compact, self-adjoint, strictly positive de�nite operator T ∈ L(H) such
that

K ⊂ {Tx : |x| ≤ 1}.

The proof in [13], Example 3.8.13(ii) is rather short for such an interesting lemma.
We present a full proof here.
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Proof: Assume for simplicity that we deal with `2 and that there exists a non-zero
x ∈ K.

Claim:

lim
n→∞

sup
x∈K

∞∑
i=n

x2
i = 0.

Proof of claim: Suppose there exists a δ > 0 such that for all n ∈ N, there exists
xn ∈ K such that

∞∑
i=n

(xni )2 ≥ δ.

Now for �xed n pick such an xn and m ∈ N such that

∞∑
i=m

(xni )2 < δ/2.

Furthermore pick xm such that

∞∑
i=m

(xmi )2 ≥ δ.

Then
||xn − xm||2`2 ≥ ||(xn − xm)1{m,m+1,...}||2`2 > δ/2.

So the sequence (xn) does not have a Cauchy subsequence. Hence K is not compact,
which proves the claim. �

So we can �nd an increasing sequence (Nn)∞n=1 such that

∞∑
i=Nn

x2
i ≤ 4−n for all x ∈ K.

Let ti > 0, t2i := 2−n+1 for Nn ≤ i < Nn+1, n ∈ N, and t2i := 2 supx∈K ||x||2`2 for
1 ≤ i < N1. De�ne T ∈ L(H) by (Tx)i := tixi.

Since tn ↓ 0, we see that T is compact. Furthermore, if x ∈ K, then let y = (yi)∞i=1 ∈
`2 with yi = xi

ti
, i ∈ N. Then Ty = x, and

∞∑
i=1

y2
i =

∞∑
i=1

(
xi
ti

)2

=
N1−1∑
i=1

(
xi
ti

)2

+
∞∑
n=1

Nn+1−1∑
i=Nn

(
xi
ti

)2

with

Nn+1−1∑
i=Nn

(
xi
ti

)2

= 2n−1

Nn+1−1∑
i=Nn

x2
i ≤ 2−n−1 and

N1−1∑
i=1

(
xi
ti

)2

≤ 1
2
.
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We may conclude that

∞∑
i=1

y2
i ≤

1
2

+
∞∑
n=1

2−n−1 = 1,

so y ∈ B(0, 1). It follows that K ⊂ T (B(0, 1)).

Suppose Hypothesis 4.1 holds and consider, for x ∈ H, the stochastic variable

Yx :=
∫ 1

0

S(1− s)G(X(s, x)) dM(s).

Lemma 4.7. For all ε > 0 and r > 0, there exists a compact K(r, ε) such that

P (Yx ∈ K(r, ε)) > 1− ε

for all |x| ≤ r.

Proof: Recall the factorization G = C2Ψ through the Banach space E2 from
Hypothesis 4.1 with C2 compact. By Lemma 4.4, it is shown that if we let

V = {S(t)C2k : t ∈ [0, 1], k ∈ E2, |k| ≤ 1} ,

and K the closed convex hull of V , then K is compact. Let T ∈ L(H), compact, be
as given by Lemma 4.6, so K ⊂ T (B(0, 1)), and let K(λ) := λT (B(0, 1)) for λ > 0,
where B(0, 1) is the unit ball in H.

Note that

Yx =
∫ 1

0

S(1− s)C2Ψ(X(s, x)) dM(s)

=
∫ 1

0

TT−1S(1− s)C2Ψ(X(s, x)) dM(s)

= T

∫ 1

0

T−1S(1− s)C2Ψ(X(s, x)) dM(s).

So

Yx ∈ K(λ)⇔
∫ 1

0

T−1S(1− s)C2Ψ(X(s, x)) dM(s) ∈ λB(0, 1).

Hence, using the fact that T−1S(1− s)C is an operator of norm not greater than 1
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(by de�nition of T ),

P(Yx /∈ K(λ)) ≤ P
(∫ 1

0

T−1S(1− s)C2Ψ(X(s, x)) dM(s) /∈ λB(0, 1)
)

≤ 1
λ2

E

[∣∣∣∣∫ 1

0

T−1S(1− s)C2Ψ(X(s, x)) dM(s)
∣∣∣∣2
]

=
1
λ2

E
[∫ 1

0

∣∣T−1S(1− s)C2Ψ(X(s, x))
∣∣2
LHS(H;E2)

ds

]
≤ 1
λ2

E
[∫ 1

0

|Ψ(X(s, x))|2LHS(H;E2) ds

]
≤ c2
λ2

(1 + |x|2),

for some constant c > 0, and where we used the second estimate of Theorem 2.27 in
the last step. Now pick λ large enough such that

c2
λ2

(1 + r2) < ε.

Lemma 4.8. Suppose Hypothesis 4.1 is satis�ed. For any ε > 0 and r > 0 there
exists a compact K(r, ε) ⊂ H such that

P(X(1, x) ∈ K(r, ε)) ≥ 1− ε for all x ∈ H with |x| ≤ r.

Proof: Note that

X(1, x) = S(1)x+
∫ 1

0

S(1− s)F (X(s, x)) ds+
∫ 1

0

S(1− s)G(X(s, x)) dM(s).

We treat the three terms separately.

Since S(1) is a compact operator, for any r > 0 there exists a compact set K1(r)
such that S(1)x ∈ K1(r) for all |x| ≤ r.

Let p ≥ 2. From the second estimate of Theorem 2.27, it follows that there exists a
constant k > 0 such that

E
[∫ 1

0

|Φ(X(s, x))|p ds
]
≤ k(1 + |x|p).

De�ne
f : Ω× [0, 1]→ E1, f(t) := Φ(X(t, x)), t ∈ [0, 1].

Then for λ > 0,

P(|f |Lp([0,1];E1) > λ) ≤ 1
λp

E
[
|f |pLp([0,1];E1)

]
≤ k

λp
(1 + |x|p) ≤ k

λp
(1 + rp).
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Pick

λ :=
(

2k
ε

(1 + rp)
)1/p

,

so that
P(|f |Lp([0,1];E1) > λ) ≤ ε/2.

Hence, by Lemma 4.5 there exists a compact set K2(λ) = K2(r, ε) such that

P
(∫ 1

0

S(1− s)F (X(s, x)) ds ∈ K2(r, ε)
)
> 1− ε/2.

By Lemma 4.7, there exists a compact set K3(r, ε) such that

P
(∫ 1

0

S(1− s)G(X(s, x)) ds ∈ K3(r, ε)
)
> 1− ε/2.

We may conclude that

P(X(1, x) ∈ K1(r) +K2(r, ε) +K3(r, ε)) ≥ 1− ε.

Proof of Theorem 4.3: The proof is analogous to the proof of [25], Theorem
6.1.2.

Let K(r, ε) as in Lemma 4.8. For t > 1, using Markov transition probabilities
(pt(x, dy)),

P(X(t, x) ∈ K(r, ε)) = E [p1(X(t− 1, x),K(r, ε))]

≥ E
[
p1(X(t− 1, x),K(r, ε))1{|X(t−1,x)|≤r}

]
.

By Lemma 4.8,

P(X(t, x) ∈ K(r, ε)) ≥ (1− ε)P(|X(t− 1, x)| ≤ r),

so
1
T

∫ T+1

1

P(X(t, x) ∈ K(r, ε)) dt ≥ 1− ε
T

∫ T

0

P(|X(t, x)| ≤ r) dt.

Now, using Hypothesis 4.1, (vii), take r large enough and ε small enough, to see
that the family

1
T

∫ T+1

1

pt(x, ·) dt, T ≥ 1,

is tight. By Krylov-Bogoliubov there exists an invariant measure.

Remark 4.9. We conjecture that a su�cient condition for existence of invariant
measures is compactness of T (t)C1 and T (t)C2 for all t > 0. By letting C = I
this would include the case proven in [22] for compact semigroups S and without
conditions on F and G. Compactness of the drift term in the case where T (t)C1 is
compact for t > 0 is shown in Lemma 4.5. However a way of proving tightness of
the noise term for T (t)C2 compact for all t > 0 escapes us so far.
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4.2. APPLICATION TO STOCHASTIC EVOLUTIONS WITH DELAY

4.1.1 Boundedness in probability

We state here a su�cient condition for boundedness in probability (based on [22],
Proposition 7). The proof is identical to that of the cited proposition, except that
here the semigroup is not assumed to be immediately Hilbert-Schmidt, but instead
G maps into the space of Hilbert-Schmidt mappings. This way the result below is
applicable to the case of stochastic delay di�erential equations, where the semigroup
is not immediately compact.

Proposition 4.10. Let M be a cylindrical martingale with RKHS H. Suppose A
generates a strongly continuous semigroup (T (t))t≥0 such that∫ ∞

0

||T (t))||2 dt <∞.

Moreover let F : H → H satisfy

〈Ax+ F (x+ y), x〉 ≤ a+ a|y|2 − 2b|x|2, x ∈ D(A),

with a and b positive constants, and let G : H → LHS(H;H) be bounded, i.e.
supx∈H ||G(x)||LHS(H;H) <∞.

Then

sup
t≥0

E|X(t;x)|2 <∞,

where (X(t;x))t≥0 is the unique mild solution of (4.1).

4.2 Application to stochastic evolutions with delay

Let (S(t))t≥0 be an abstract delay semigroup as introduced in Section 3.1.

By Theorem 3.16 we see that in many cases A generates an eventually compact
semigroup. We apply this result, in combination with the existence result of the
previous section, to establish the existence of an invariant measure for two particular
types of stochastic evolutions with delay.

4.2.1 Example: Functional di�erential equations

A relatively easy case is now the example of a functional di�erential equation per-
turbed by noise given in Section 3.3,

dx(t) =

[
Bx(t) +

k∑
i=1

Bix(t− hi) + ϕ(x(t), xt)

]
dt+ ψ(x(t), xt) dM(t). (4.2)
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CHAPTER 4. EXISTENCE OF AN INVARIANT MEASURE

Since F =
(
ϕ
0

)
and G =

(
ψ
0

)
map into �nite dimensional subspaces of E2 and

L(Rk; E2), they admit a compact factorization as demanded in Hypothesis 4.1. By
Theorem 3.16, A generates an eventually compact semigroup. Hence all conditions
of Hypothesis 4.1 are satis�ed, apart from condition (vi), boundedness in probability,
which remains to be veri�ed. If this condition is also satis�ed, by Theorem 4.3 we
have established the existence of an invariant measure for (4.2) on the state space
E2.

4.2.2 Example: Reaction-di�usion equations with noise and

delay

Reaction-di�usion equations with delayed nonlocal reaction terms are a topic of ac-
tive research in the study of biological invasion and disease spread. Can we establish
the existence of an invariant measure if we add randomness to such a system? As an
example we set out to answer this question for an equation similar to one encountered
in e.g. [53].

Consider the reaction-di�usion equation with delay and noise

du(t, ξ)
=
[
∆ξu(t, ξ) +

∑n
i=1 ci

∂
∂ξu(t− θi, ξ) + ϕ(ut)(ξ)

]
dt t ≥ 0, ξ ∈ R,

+(σ ◦ dM)(t, ξ),
limξ→±∞ u(t, ξ) = limξ→±∞

∂u
∂ξ (t, ξ) = 0, t ≥ 0,

u(t, ξ) = f(t, ξ), t ∈ [−1, 0], ξ ∈ R,
u(0, ξ) = v(ξ), ξ ∈ R.

(4.3)
with

(i) delay parameters ci ∈ R, θi ∈ [−1, 0], i = 1, . . . , n,

(ii) initial conditions f ∈ L2([−1, 0];W 1,2(R)) and v ∈ L2(R),

(iii) Lipschitz reaction term ϕ : L2([−1, 0];W 1,2(R))→ L2(R) (possibly non-linear
and/or non-local),

(iv) ut ∈ L2([−1, 0];W 1,2(R)) denoting the segment process de�ned by ut(θ) =
u(t+ θ) for θ ∈ [−1, 0], t ≥ 0,

(v) (M(t))t≥0 a cylindrical martingale with RKHS H,

(vi) noise factor σ ∈ LHS(H;W 1,2(R)).

We can employ the semigroup approach discussed before by setting X = L2(R),
Z := W 1,2(R), as state space the Hilbert space E2 = L2(R) × L2([−1, 0];W 1,2(R)),
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4.2. APPLICATION TO STOCHASTIC EVOLUTIONS WITH DELAY

with A as de�ned in (3.2), with

B := ∆, D(B) =
{
v ∈W 2,2(R) : lim

ξ→±∞
v(ξ) = 0, lim

ξ→±∞

∂v

∂ξ
(ξ) = 0

}
and

Φ(w) :=
n∑
i=1

ci
∂

∂ξ
w(t− θi, ξ), w ∈ L2([−1, 0];W 1,2(R)).

Then A is of the form described in Example 3.6. Since B generates an immediately
compact semigroup, it follows from Theorem 3.16 that A generates an eventually
compact semigroup.

Furthermore let

F

([
v
w

])
:=
[
ϕ(w)

0

]
,

[
v
w

]
∈ E2, and G (·) :=

[
σ
0

]
on E2.

Then (4.3) is described by (4.1) in the state space H = E2.

It remains to impose conditions on the nonlinear term F . Let us require, for example,
that ϕ : L2([−1, 0];W 1,2(R))→ L2(R) is of the form

ϕ(w) := (g ◦ h)(w),

with g : W 1,2(R)→W 1,2(R) (possibly the identity mapping), and h de�ned by

h(w)(ξ) :=
∫ 0

−1

∫
R
k(η, σ)ψ(w(σ, ξ − η)) dη dσ, ξ ∈ R,

where ψ ∈W 1,∞(R) with |ψ(ζ)| ≤ ||ψ̇||∞|ζ|, ζ ∈ R, and k ∈ L1(R;L2([−1, 0])).

We will now verify that in this case

ϕ : L2([−1, 0];W 1,2(R))→W 1,2(R). (4.4)

Indeed, using Fubini, Cauchy-Schwarz and Young's inequality for convolutions,∫
R
|h(w)(ξ)|2 dξ =

∫
R

∣∣∣∣∫ 0

−1

∫
R
k(η, σ)ψ(w(σ, ξ − η)) dη dσ

∣∣∣∣2 dξ

≤ ||ψ̇||2∞
∫

R

(∫ 0

−1

∫
R
|k(η, σ)w(σ, ξ − η)| dη dσ

)2

dξ

≤ ||ψ̇||2∞
∫

R

(∫
R
||k(η, ·)||L2([−1,0])||w(·, ξ − η)||L2([−1,0]) dη

)2

dξ

≤
(
||ψ̇||∞||k||L1(R;L2([−1,0])) ||w||L2([−1,0];L2(R))

)2

.
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CHAPTER 4. EXISTENCE OF AN INVARIANT MEASURE

Furthermore, using the same classic inequalities,∫
R

∣∣∣∣ ∂∂ξ h(w)(ξ)
∣∣∣∣2 dξ

=
∫

R

∣∣∣∣∫ 0

−1

∫
R
k(η, σ)

∂

∂ξ
ψ(w(σ, ξ − η)) dη dσ

∣∣∣∣2 dξ

=
∫

R

∣∣∣∣∫ 0

−1

∫
R
k(η, σ)ψ̇(w(σ, ξ − η))

∂

∂ξ
w(σ, ξ − η) dη dσ

∣∣∣∣2 dξ

≤ ||ψ̇||2∞
∫

R

(∫ 0

−1

∫
R

∣∣∣∣k(η, σ)
∂

∂ξ
w(σ, ξ − η)

∣∣∣∣ dη dσ)2

dξ

≤ ||ψ̇||2∞
∫

R

(∫
R
||k(η, ·)||L2([−1,0])

∣∣∣∣∣∣∣∣ ∂∂ξw(·, ξ − η)
∣∣∣∣∣∣∣∣
L2([−1,0])

dη

)2

dξ

≤
(
||ψ̇||∞||k||L1(R;L2([−1,0])) ||w||L2([−1,0];W 1,2(R))

)2

.

So we have h : L2([−1, 0];L2(R))→W 1,2(R), and therefore (4.4) holds for ϕ = g◦h.
Hence in this case we may write (with some abuse of notation) ϕ = ı ◦ ϕ, where
ı : W 1,2(R) → L2(R) is the canonical embedding of W 1,2(R) into L2(R), which is
a compact mapping. We conclude that F admits a compact factorization. Note
that this carries over to any function ϕ that satis�es (4.4). G admits a compact
factorization as well, again using the compact embedding of W 1,2(R) into L2(R).

Again, we may conclude from Theorem 4.3 that if the solutions of (4.3) are bounded
in probability, an invariant measure exists.

4.2.3 Example: Environmental pollution

In the example of Section 3.4.2,
du(t, ξ) = (γ∆u(t, ξ)− κu(t, ξ) + ηu(t− 1, ξ) dt

+(ρ ? dZ(t))(ξ) t > 0, ξ ∈ O,
∂u(t,ξ)
∂ν = 0, t > 0, ξ ∈ ∂O,

u(0, ξ) = x(ξ), ξ ∈ O,
u(t, ξ) = f(t, ξ), −1 ≤ t ≤ 0, ξ ∈ O.

(4.5)

with as special choice ρ ∈W 1,2(O), it may easily be veri�ed that the convolution ρ?u
maps intoW 1,2(O). We may again use the compact embedding ofW 1,2(O) ↪→ L2(O)
to obtain a compact factorization of the noise term.

So if the solution of (4.5) is bounded in probability, we may conclude that an invari-
ant measure exists. We may also perturb the stochastic di�erential equation by a
nonlinear term, provided that condition (iii) of Hypothesis 4.1 (which requires the
perturbation to admit a compact factorization) is satis�ed.
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4.3. DISSIPATIVE SYSTEMS

4.3 Dissipative systems

We brie�y mention here a result in [71], which is an extension of Theorem 6.3.2
of [25] to the case of Lévy processes. See Section 6.4.2 for a short introduction to
Yosida approximations.

Theorem 4.11. Suppose A is the generator of a strongly continuous semigroup
(T (t))t≥0 in H , F : H → H is globally Lipschitz, L a cylindrical mean-zero Lévy
process with RKHS H and G : H → LHS(H;H) is globally Lipschitz. Furthermore
suppose there exists ω > 0 such that

2〈An(x− y) + F (x)− F (y), x− y〉+ ||G(x)−G(y)||2LHS(H;H) ≤ −ω|x− y|
2

for all x, y ∈ H and n ∈ N, where (An)n∈N are the Yosida approximations of A.

Then there exists exactly one invariant measure µ for the stochastic di�erential equa-
tion {

dX(t) = [AX(t) + F (X(t)] dt+G(X(t)) dL(t), t ≥ 0
X(0) = x ∈ H,

it is strongly mixing and there exists C > 0 such that for any bounded Lipschitz
continuous function ϕ, all t > 0 and x ∈ H,∣∣∣∣P (t)ϕ(x)−

∫
H

ϕ dµ

∣∣∣∣ ≤ C(1 + |x|)e−ωt/2||ϕ||Lip.

Proof: See [71], Theorem 16.5.

This result is particularly interesting in light of Section 3.6, in which we show how
the in�nitesemal generator of the delay semigroup can be made into a dissipative
operator.

4.3.1 Example: Environmental pollution

Recall the environmental pollution model (3.11) introduced in Section 3.4.2.

Proposition 4.12. If 0 ≤ η < κ, then there exists a unique invariant measure
which is strongly mixing for the evolution described by (3.11).

Proof: In this case, we may �nd a small ω > 0, ω < κ, such that

(κ− ω) > ηeω.

We may therefore apply Theorem 3.18 with λ = −κ and µ = −ω to obtain that for
A de�ned in (3.12) we have that 〈Ax, x〉 ≤ −ω〈x, x〉 (under a new equivalent inner
product).
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CHAPTER 4. EXISTENCE OF AN INVARIANT MEASURE

By (6.16) of Section 6.4.2, the same holds for the Yosida approximants, for n large
enough.

We may now apply Theorem 4.11 to �nd that the evolution described by (3.11)
admits a unique invariant measure which is strongly mixing.

Note that the intensity of the noise has no e�ect due to its additive character.

4.4 Notes and remarks

Parts of this chapter have been accepted for publication as [12].

The literature on existence (and uniqueness) of invariant measures of stochastic
evolutions is vast. To mention a few, results on existence and uniqueness of invariant
measures are given in [19], [18], [92]. For delay di�erential equations with Lévy noise
see [35], [89] and [74].

In [84] existence of invariant measures for a�ne stochastic di�erential equations in
some Banach spaces with a semigroup which is not asymptotically stable is discussed.
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CHAPTER

FIVE

Uniqueness of invariant probability measure for degenerate

evolutions

A stochastic delay di�erential equation with additive noise can be modeled (see
Section 3.2) as a stochastic Cauchy problem in some Hilbert space H of the form{

dX(t) = [AX + F (X)] dt+G dW (t) t ≥ 0, a.s.
X(0) = x a.s.

(5.1)

where A is the generator of the delay semigroup, F a su�ciently smooth function
(e.g. Lipschitz), and G a linear operator mapping the Wiener process W into H. It
is well known that under the mentioned assumptions, existence and uniqueness of
solutions is guaranteed.

So far however, the ergodic behaviour of these systems was less well understood.
An important notion in this respect is that of invariant probability measure, i.e. a
positive �nite Borel measure µ on H with µ(H) = 1 such that if the initial condition
x has law µ, then the solution X(t;x) has law µ for all t ≥ 0. Recently the existence
of an invariant (probability) measure was established for a su�ciently broad class
of stochastic Cauchy problems to include the case of �nite dimensional stochastic
delay di�erential equations [12]; see also Chapter 4.

Apart from the existence of an invariant probability measure, its uniqueness is an im-
portant issue. When an invariant probability measure is unique, the ergodic property
`time average equals spatial average' holds:

lim
T→∞

1
T

∫ T

0

ϕ(X(t;x)) dt =
∫
H

ϕ dµ, ϕ ∈ Bb(H),

where Bb(H) are the bounded Borel measurable functions on H.
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CHAPTER 5. UNIQUENESS OF INVARIANT MEASURE

Just as the problem of existence of invariant measures, also the problem of uniqueness
of the invariant probability measure of stochastic delay di�erential equations were
open for some time. A partial solution to this problem was proposed by using the
dissipativity properties of the delay semigroup (see [25] and sections 3.6 and 4.3).

In [70] general conditions for the uniqueness of the invariant probability measure
are established for the nondegenerate noise case. However, the noise that perturbs
delay equations can in�uence only the present of the process and not the past and is
therefore essentially degenerate, so these results do not apply here. In [19] results are
obtained for degenerate noise, but these do not include the case of delay equations.

Often uniqueness of invariant probability measure is proved using Doob's theorem
(see e.g. [25], Theorem 5.2.1). This requires irreducibility and the strong Feller
property of solutions. In [25] the eventual strong Feller property for systems of
the form (5.1) was conjectured. This property states that P (t)ϕ is continuous and
bounded for any ϕ ∈ Bb and is important in establishing the uniqueness of the
invariant probability measure. It is not immediate that the strong Feller property
holds, because usually some kind of non-degeneracy assumption on the noise is
required. However, in the case of stochastic delay di�erential equations, the noise
is intrinsically degenerate because it can only work on the `present' of the process,
while the state space also contains the `past' of the stochastic evolution.

In this chapter we establish conditions that are su�cient to establish uniqueness
of the invariant probability measure for degenerate stochastic Cauchy problems of
the form (5.1). We combine methods from the now classical semigroup approach
initiated by Da Prato and Zabczyk [24], and from Malliavin calculus, inspired by
succesful applications in e.g. [37], to obtain the eventualy strong Feller property and
eventual irreducibility. In [59] the eventual strong Feller property for delay equations
with additive noise was also established by a probabilistic method. However, we
think the conditions established by our method are easier to verify in practice.

Our main result is stated in Section 5.1, and the proof is split into two parts, dis-
cussed in Sections 5.2 (strong Feller property) and 5.3 (irreducibility). The result is
applied to stochastic delay di�erential equations and a stochastic partial di�erential
equation with delay in Section 5.4.1.

Recently, Hairer and Mattingly [37] introduced a generalization of the strong Feller
property which is still strong enough to help in establishing uniqueness of invariant
measure. We study this property in relation to controllability and stability properties
of the linear part of the equation in Section 5.5.

5.1 Main result

We need the notions of null controllability, approximate controllability and the
Fréchet derivative.
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Let H, H be Hilbert spaces. Consider the controlled Cauchy problem{
ẋ(t) = Ax(t) + f(x(t)) +Gu(t), t ≥ 0
x(0) = x0

(5.2)

with A the generator of a strongly continuous semigroup (S(t))t≥0 on H, f : H → H
globally Lipschitz, G ∈ L(H;H) and where u ∈ L2([0, T ];H) is called the control .

De�nition 5.1 (null controllability). The system (5.2) is null controllable in time
t > 0 if for any x0 ∈ H there exists a control u ∈ L2([0, t];H) such that x(t;x0) = 0.

The pair (A,G) is called null controllable in time t > 0 if (5.2) with f ≡ 0 is null
controllable in time t > 0.

It is well known (see [24], Section B.3) that null controllability of (A,G) in time
t > 0 is equivalent to

im S(t) ⊂ im Q
1/2
t ,

where the controllability Grammian Qt ∈ L(H) is de�ned by

Qtx :=
∫ t

0

S(s)GG∗S∗(s)x ds, x ∈ H. (5.3)

Furthermore, since the linear operator Q−1/2
t S(t) : H → H is closed and de�ned

everywhere on H, by the closed graph theorem it is bounded.

De�nition 5.2 (approximate controllability). The system (5.2) is said to be ap-
proximately controllable in time t > 0 if, for arbitrary x0, z ∈ H and ε > 0, there
exists a control u ∈ L2([0, t];H) such that |x(t;x0, u)− z| < ε.

The pair (A,G) is said to be approximately controllable in time t > 0 if (5.2) with
f ≡ 0 is approximately controllable in time t > 0.

Suppose H,K are Hilbert spaces and F : H → K is Fréchet di�erentiable. We then
denote the Fréchet di�erential of F by dF : H → L(H;K). Let V denote a closed
subspace of K containing im (F ) and note that dF : H → L(H;V ).

The following Hypothesis states conditions su�cient to prove the uniqueness of the
invariant probability measure.

Hypothesis 5.3. (i) H is a Hilbert space;

(ii) (S(t))t≥0 is a strongly continuous semigroup acting on H with generator A;

(iii) W is a cylindrical Wiener process with RKHS H;

(iv) F : H → V ⊂ im (G), with V a closed subspace of H, is globally Lipschitz;

(v) G ∈ L(H;H) and a mapping G−1 ∈ L(V,H) exists such that GG−1 = I on V ;
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CHAPTER 5. UNIQUENESS OF INVARIANT MEASURE

(vi) The pair (A,G) is both null controllable and approximately controllable at T >
0, and Q := QT is de�ned by (5.3).

In many cases it is convenient to take V = im (G). However if F maps into a strict
subspace of im (G) the condition of pseudoinvertibility of G can be relaxed by letting
V ( im (G).

We will assume throughout this section that for any x ∈ H, there exists a unique
mild solution (X(t;x))t≥0 of (5.1). Su�cient conditions for this to hold are that
G ∈ LHS(H;H) (see Theorem 2.27).

Before we can state the main result of this chapter, we introduce some more no-
tions. The (Markov) transition semigroup associated to a Markov process (X(t;x))
is de�ned as the family of operators (P (t))t≥0 acting on Bb(H), de�ned by

P (t)ϕ(x) = E[ϕ(X(t;x))], ϕ ∈ Bb(H), x ∈ H, t ≥ 0.

The transition semigroup (P (t))t≥0 is called strong Feller at t > 0 if P (t)ϕ ∈ Cb(H)
for all ϕ ∈ Bb(H), and irreducible at t > 0 if P (t)1Γ(x) > 0 for any open, non-empty
Γ ⊂ H, x ∈ H. A positive Borel measure µ on H is said to be invariant for (P (t))t≥0

if ∫
H

P (t)ϕ dµ =
∫
H

ϕ dµ for all ϕ ∈ Bb(H), t ≥ 0.

If furthermore µ(H) = 1 then µ is called invariant probability measure.

An invariant measure µ is called strongly mixing if

lim
t→∞

P (t)ϕ(x) =
∫
H

ϕ dµ, for all ϕ ∈ Bb(H), x ∈ H.

The following theorem is the main result of this chapter.

Theorem 5.4. Suppose the assumptions of Hypothesis 5.3 hold. Then there exists
at most one invariant probability measure for (5.1), and if it exists, this invariant
measure is strongly mixing.

Proof: By Theorem 5.10, the transition semigroup associated to (5.1) is strong
Feller at time T , and by Corollary 5.13 it is irreducible at time T . Hence by
Khas'minskii's theorem ([25], Theorem 4.1.1), the transition semigroup of (5.1) is
regular at time 2T . Then the conclusion follows from Doob's theorem ([25], Theorem
4.2.1).

5.2 Null controllability and the strong Feller prop-

erty

The following hypothesis is almost similar to Hypothesis 5.3. Only condition (vi) is
slightly weaker: we do not need approximate controllability. We will see that the
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hypothesis is su�cient to prove the strong Feller property of (5.1).

Hypothesis 5.5. (i) H is a Hilbert space;

(ii) (S(t))t≥0 is a strongly continuous semigroup acting on H with generator A;

(iii) W is a cylindrical Wiener process with RKHS H;

(iv) F : H → V ⊂ im (G), with V a closed subspace of H, is globally Lipschitz;

(v) G ∈ L(H;H) and a mapping G−1 ∈ L(V,H) exists such that GG−1 = I on V ;

(vi) The pair (A,G) is null controllable at T > 0, and Q := QT is de�ned by (5.3);

5.2.1 Linearized �ow

We are interested in dependence of the solution (X(t;x))t≥0 of (5.1) on the initial
condition x. Therefore we de�ne, for arbitrary directions ξ ∈ H, the derivative pro-
cesses J0,tξ := dxX(t;x)ξ, where dx is the Fréchet di�erential of X(t;x) with respect
to x. Assume for now that F : H → im (G) is continuously Fréchet di�erentiable,
with ||dF ||∞ <∞.

By [25], Theorem 5.4.1, J0,tξ is a mild solution to{
d
dtJ0,tξ = AJ0,tξ + dF (X(t;x))J0,tξ a.s., t ≥ 0
J0,s = ξ a.s.,

and there exists a constant C > 0 independent of ξ such that

sup
t∈[0,T ]

E|J0,tξ|2 ≤ C|ξ|2. (5.4)

More generally de�ne for s ≥ 0 and t ≥ s the linear, stochastic operators Js,t as the
pathwise solutions of

Js,tξ = S(t− s)ξ +
∫ t

s

S(t− r)dF (X(r;x))Js,rξ dr (5.5)

for ξ ∈ H.

We set out to express the dependence of X(T ;x) on the initial condition x in terms
the dependence of X(T ;x) on the noise process W . For this we need the notion of
Malliavin derivative.

5.2.2 Malliavin calculus

Our exposition of the Malliavin calculus is based on [16], Chapter 5.

67



CHAPTER 5. UNIQUENESS OF INVARIANT MEASURE

Let W be a cylindrical Brownian motion with reproducing kernel Hilbert space H
and let K be a separable Hilbert space.

We �rst de�ne the Malliavian derivative of smooth variables. A random variable
X ∈ L2(Ω;K) is called smooth if X has the form

X = ψ(W (Φ1), . . . ,W (Φn)),

with ψ : Rn → K in�nitely often di�erentiable, Φ1, . . . ,Φn ∈ L2([0, T ];H) and

W (Φ) :=
∫ T

0

〈Φ(t), dW (t)〉, Φ ∈ L2([0, T ];H).

We denote all smooth K-valued random variables by S(K).

For X ∈ S(K) we de�ne the Malliavin derivative DX of X as the K⊗L2([0, T ];H)-
valued random variable

DX =
n∑
i=1

∂

∂xi
ψ(W (Φ1), . . . ,W (Φn))⊗ Φi.

Note that we may identify the range of D with L2(Ω× [0, T ];LHS(H;K)), so we can
(and will) interpret DX as a (possibly non-adapted) stochastic process (DtX)t∈[0,T ]

with values in LHS(H;K).

The mapping X 7→ DX : S(K) → L2(Ω × [0, T ];LHS(H;K)) is closable ([16],
Proposition 5.1), and we call its closure D : H(K)→ L2(Ω× [0, T ];LHS(H;K)) the
Malliavin derivative, where the domain H(K) of D is a linear subspace of L2(Ω;K).

For v ∈ L2(Ω× [0, T ];H) we de�ne the Malliavin derivative in the direction v point-
wise almost everywhere on Ω as the K-valued square integrable random variable

DvX :=
∫ T

0

DtX ◦ v(t) dt.

Remark 5.6. Intuitively, DX is the stochastic process which, when integrated with
respect to W over [0, T ], results in the random variable X. As such, DX represents
the dependence of X on the noise process W , and DvX indicates the in�nitesemal
change in X if we perturb W in�nitesemally in the direction of v. Note that this
interpretation makes sense only if (DtX)t∈[0,T ] is adapted; see however the Skorohod
integral below. �

We will use the following version of the chain rule for the Malliavin derivative (which
holds more generally, see [16], Proposition 5.2): Suppose K1 and K2 are separable
Hilbert spaces and assume ϕ : K1 → K2 is Fréchet di�erentiable with uniformly
bounded Fréchet derivative dϕ. Then for X ∈ H(K1), we have ϕ(X) ∈ H(K2) and

Dϕ(X) = (dϕ(X))(DX). (5.6)
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The adjoint operator δ : D(δ,K)→ L2(Ω;K) of D is de�ned by the duality

E〈DX,Φ〉L2([0,T ];LHS(H;K)) = E〈X, δΦ〉K ,

for X ∈ H(K) and Φ ∈ D(δ,K) ⊂ L2(Ω × [0, T ];LHS(H;K)) and is called the
Skorohod integral , also denoted by

δΦ =
∫ T

0

Φ(t) δW (t).

If Φ is a predictable process in LHS(H;K) such that

E
∫ T

0

||Φ(t)||2LHS(H;K) dt <∞,

then Φ ∈ D(δ,K) and the Skorohod integral and the Itô integral coincide ([16],
Theorem 5.1): ∫ T

0

Φ(t) δW (t) =
∫ T

0

Φ(t) dW (t).

We therefore have, for predictable Φ, the integration by parts formula

E〈DX,Φ〉K⊗L2([0,T ];H) = E

〈
X,

∫ T

0

Φ(t) dW (t)

〉
K

and in particular

E [DvX] = E

[
X

∫ T

0

v(s) dW (s)

]
where X ∈ H(K) and v ∈ L2(Ω× [0, T ];H) predictable.

We conclude our summary of Malliavin calculus with a commutation rule for the
Malliavin derivative and the Skorohod integral (a straightforward extension to the
in�nite-dimensional case of [67], Proposition 1.3.2):

DvδΦ =
∫ T

0

〈v(t),Φ(t)〉K dt+ δ(DvΦ), (5.7)

which holds for (deterministic) v ∈ L2([0, T ];H) and Φ ∈ D(δ,K) such that DvΦ ∈
D(δ).

Lemma 5.7. Suppose (X(t;x))t≥0 is the solution of{
dX(t) = [AX(t) + F (X(t))] dt+G dW (t) t ∈ [0, T ]
X(0) = x,

with A the generator of a strongly continuous semigroup (S(t))t≥0, F : H → H
Fréchet di�erentiable, and G ∈ L(H;H).
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Then, for v ∈ L2(Ω× [0, T ];H),

DvX(t;x) =
∫ t

0

Js,tGv(s) ds, almost surely, t ∈ [0, T ]

where Js,t is de�ned by (5.5).

Proof: For t > 0 we have that X(t;x) ∈ H(H) by [16], Lemma 5.3. We have

DvX(t;x) = DvS(t)x+Dv

∫ t

0

S(t− s)F (X(s;x)) ds+Dv

∫ t

0

S(t− s)G dW (s).

The �rst term disappears since S(t)x is deterministic. By the chain rule of Malliavin
calculus,

D

∫ t

0

S(t− s)F (X(s;x)) ds =
∫ t

0

S(t− s)dF (X(s;x))DX(s;x) ds,

and hence

Dv

∫ t

0

S(t− s)F (X(s;x)) ds

=
∫ T

0

∫ t

0

S(t− s)dF (X(s;x))DrX(s;x) ds ◦ v(r) dr

=
∫ T

0

∫ t

0

S(t− s)dF (X(s;x))DrX(s;x) ◦ v(r) dsdr

=
∫ t

0

S(t− s)dF (X(s;x))DvX(s;x) ds.

Finally by (5.7) for v deterministic

Dv

∫ t

0

S(t− s)G dW (s) = Dvδ(S(t− s)G1s≤t)s∈[0,T ]

=
∫ T

0

S(t− s)G1s≤tv(s) ds =
∫ t

0

S(t− s)Gv(s) ds.

Hence for simple functions v =
∑n
i=1 vi1Ei , with Ei ∈ F and vi ∈ L2([0, T ];H),

Dv

∫ t

0

S(t− s)G dW (s) =
∫ t

0

S(t− s)Gv(s) ds, almost surely. (5.8)

We obtain (5.8) for general v ∈ L2(Ω × [0, T ];H) by approximating v by simple
functions.

Hence

DvX(t;x) =
∫ t

0

S(t− s)dF (X(s;x))DvX(s;x) ds+
∫ t

0

S(t− s)Gv(s) ds a.s.,
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or equivalently, using the de�nition of (Js,t)t≥s in (5.5),

DvX(t;x) =
∫ t

0

Js,tGv(s) ds, t ∈ [0, T ].

Lemma 5.8. Assume Hypothesis 5.5 holds and that F : H → im (G) is Fréchet
di�erentiable, with ||dF ||∞ <∞.

Then for all ξ ∈ H there exists a stochastic process v = vξ ∈ L2(Ω × [0, T ];H),
adapted to (Ft)t∈[0,T ], such that

J0,T ξ =
∫ T

0

Js,TGv(s) ds,

and there exists a constant M , independent of ξ and the initial value x of X(t;x),
such that

E
∫ T

0

|v(s)|2 ds ≤M |ξ|2.

Proof: By [24], (B.26), there exists u1 ∈ L2([0, T ];H) such that

S(T )(−ξ) +
∫ T

0

S(T − s)Gu1(s) ds = 0,

and ∫ T

0

|u1(s)|2 ds = |Q−1/2S(T )ξ|2 ≤ ||Q−1/2S(T )||2|ξ|2. (5.9)

Let (ζ(t))t∈[0,T ] be the solution of the pathwise inhomogeneous Cauchy problem{
ζ̇(t) = Aζ(t) + dF (X(t;x))J0,tξ +Gu1(t), t ≥ 0,
ζ(0) = 0.

(5.10)

Then

ζ(T ) =
∫ T

0

S(T − s)dF (X(s, x))J0,sξ ds+
∫ T

0

S(T − s)Gu1(s) ds

=
∫ T

0

S(T − s)dF (X(s, x))J0,sξ ds+ S(T )ξ = J0,T ξ.

De�ne
u2(t) := G−1dF (X(t;x))[J0,tξ − ζ(t)], t ∈ [0, T ], a.s. (5.11)
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We see that ζ(t) also satis�es almost surely the inhomogeneous Cauchy problem{
ζ̇(t) = Aζ(t) + dF (X(t;x))ζ(t) +Gu1(t) +Gu2(t), t ≥ 0,
ζ(0) = 0,

or, using variation of constants,

ζ(t) =
∫ t

0

Js,tGv(s) ds,

where v : Ω × [0, T ] → H is de�ned by v(t) := u1(t) + u2(t), t ∈ [0, T ]. From (5.4),
(5.9), (5.10) and (5.11) we see, using the Gronwall inequality, that E

∫ t
0
|v(s)|2 ds ≤

M |ξ|2 for some M > 0 independent of ξ and x.

The following corollary is a direct consequence of Lemma 5.7 and Lemma 5.8.

Corollary 5.9. Under Hypothesis 5.5, and if F : H → H is Fréchet di�erentiable
with uniformly bounded Fréchet derivative, then, for ξ ∈ H and v = vξ associated to
ξ by Lemma 5.8, we have

dxX(T ;x)ξ = J0,T ξ =
∫ T

0

Js,TGv(s) ds = DvX(T ;x). (5.12)

In (other) words: we have expressed the dependence of X(T ;x) on its initial condi-
tion x in terms of the dependence of X(T ;x) on the noise process W .

We can now give a short proof, as in [37], of the following theorem.

Theorem 5.10. Under the conditions of Hypothesis 5.5 the transition semigroup
associated to (5.1) is strong Feller at time T .

Proof: Suppose for the moment ϕ ∈ C1
b (H) and F ∈ C1

b (H;H). Let (P (t))t≥0

denote the transition semigroup associated to (5.1). We have, using (5.12), the chain
rule and integration by parts for the Malliavin derivative, that

|dP (T )ϕ(x)ξ| = |E [dϕ(X(T ;x))J0,T ξ]| = |E [dϕ(X(T ;x)DvX(T ;x)]|

= |E [Dvϕ(X(T ;x))]| =

∣∣∣∣∣E
[
ϕ(X(T ;x))

∫ T

0

〈v(s), dW (s)〉

]∣∣∣∣∣
≤ ||ϕ||∞

(
E
∫ T

0

|v(s)|2 ds

)1/2

,

where v is as described in Lemma 5.8, so that E
∫ T

0
|v(s)|2 ds ≤ M2|ξ|2 for some

M > 0, independent of x and ξ. Hence

||dP (T )ϕ(x)||H∗ ≤M ||ϕ||∞, for all ϕ ∈ C1
b (H), x ∈ H.
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It follows that

|P (T )ϕ(x)− P (T )ϕ(y)| ≤M ||ϕ||∞|x− y|H , ϕ ∈ C1
b (H), x, y ∈ H.

We can extend this estimate to ϕ ∈ Bb(H) and Lipschitz F by approximating
ϕ by a sequence (ϕn) ⊂ C1

b (H), and F by a sequence (Fn) ⊂ C1
b (H;H) with

||dFn||∞ < [F ]Lip (see the proof of [25], Theorem 7.1.1).

5.3 Approximate controllability and irreducibility

Again we introduce a set of assumptions, similar to Hypothesis 5.3. Now we do
not require null controllability of (A,G). These conditions which will be seen to be
su�cient to prove the irreducibility of (5.1).

Hypothesis 5.11. (i) H and H are Hilbert spaces;

(ii) (S(t))t≥0 is a strongly continuous semigroup acting on H with generator A;

(iii) W is a cylindrical Wiener process with RKHS H;

(iv) F : H → V ⊂ im (G), with V a closed subspace of H, is globally Lipschitz;

(v) G ∈ L(H;H) and a mapping G−1 ∈ L(V,H) exists such that GG−1 = I on V ;

(vi) The pair (A,G) is approximately controllable at T > 0;

Proposition 5.12. Suppose the assumptions of Hypothesis 5.11 hold. Then the
system (5.2), with f = F , is approximately controllable in time T > 0.

Proof: Let x, z ∈ H and ε > 0. Since (A,G) is approximately controllable, there
exists a control u1 ∈ L2([0, T ];H) such that η ∈ L2([0, T ];H) de�ned by

η(t) := S(t)x+
∫ t

0

S(t− s)Gu1(s) ds (5.13)

satis�es |η(T )− z| < ε.

For 0 ≤ t ≤ T , choose
u2(t) := −G−1F (η(t)).

Then, for
u(t) := u1(t) + u2(t),

the solution of (5.2) is given by

y(t) = S(t)x+
∫ t

0

S(t− s)F (y(s)) ds+
∫ t

0

S(t− s)G(u1(s) + u2(s)) ds

= S(t)x+
∫ t

0

S(t− s)[F (y(s))− F (η(s))] ds+
∫ t

0

S(t− s)Gu1(s) ds.
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Suppose (S(t)) satis�es ||S(t)|| ≤Meωt for all t ≥ 0 and some M,ω ≥ 0. Let

ζ(t) := y(t)− η(t).

Then

|e−ωtζ(t)| =
∣∣∣∣e−ωt ∫ t

0

S(t− s)[F (y(s))− F (η(s))] ds
∣∣∣∣

≤
∫ t

0

M [F ]Lip|e−ωsζ(s)| ds, t ≥ 0,

so that by Gronwall ζ ≡ 0.

Hence |y(T )− z| < ε.

Corollary 5.13. Suppose the assumptions of Hypothesis 5.11 hold. Then the tran-
sition semigroup corresponding to the stochastic system (5.1) is irreducible in time
T .

Proof: This follows immediately from the approximate controllability proven in
Proposition 5.12 and Theorem 7.4.1 in [25], which states that approximate control-
lability implies irreducibility.

5.4 Examples

5.4.1 Stochastic delay di�erential equations

Consider, similar to [25], Section 10.2, a stochastic delay equation in Rd of the form
dY (t) =

(
BY (t) +

∑N
i=1BiY (t+ θi) + ϕ(Y (t), Yt)

)
dt+ ψ dW (t), t ≥ 0

Y (0) = x,
Y (θ) = f(θ), θ ∈ [−r, 0],

(5.14)
where N ∈ N, B,B1, . . . , BN ∈ L(Rd), −r = θ1 < θ2 < . . . < θN < 0, ψ ∈
L(Rm; Rd), (W (t))t≥0 an m-dimensional standard Brownian motion and the initial
condition x ∈ Rd. The segment process (Yt)t≥0 is de�ned by Yt(θ) := Y (t + θ) for
t ≥ 0, −r ≤ θ ≤ 0, and f ∈ L2([−r, 0]; Rd) is the initial segment. The nonlinear
perturbation ϕ : Rd × L2([−r, 0]; Rd)→ Rd is assumed to be Lipschitz.

As explained in Section 3.2 we can cast this into the in�nite dimensional frame-
work (5.1) by choosing as Hilbert space H := Rd × L2([−r, 0]; Rd), and letting the
closed, densely de�ned operator A, described by

D(A) =
{(

c
y

)
∈ Rd ×W 1,2([−r, 0]; Rd) : y(0) = c

}
,

A

(
c
y

)
:=
(
Bc+

∑N
i=1Biy(θi)
ẏ

)
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denote the generator of a strongly continuous semigroup (S(t))t≥0. (See e.g. [20],
Section 2.4.)

As nonlinear perturbation F : H → H and noise factor G ∈ L(Rm;H) we take,
respectively,

F

(
c
y

)
:=
(
ϕ(c, y)

0

)
, and G :=

(
ψ
0

)
.

For convenience, we recall the following result ([25], Theorem 10.2.3). See also [68] for
the null controllability and [20], Theorem 4.2.10 for the approximate controllability.

Theorem 5.14. The pair (A,G) is null controllable for all t > r if and only if

rank

[
λI −

N∑
i=1

eλθiBi, ψ

]
= d (5.15)

for all λ ∈ C.

The pair (A,G) is approximately controllable for all t > r if and only if

rank

[
λI −B −

N∑
i=1

eλθiBi, ψ

]
= d, rank[B1, ψ] = d (5.16)

for all λ ∈ C.

Remark 5.15. The above theorem is partly based on [68]. In this paper null control-
lability after some time t > 0 is established; however from the proof in this paper it
is not clear whether null controllability holds for all t > r. This has no signi�cant
consequence since, without loss of generality, we may take r > 0 large enough so
that we indeed have null controllability for all t > r.

We can now state the main result of this section.

Theorem 5.16. Suppose conditions (5.15) and (5.16) are satis�ed. Let Ṽ be a linear

subspace of Rd such that ϕ(H) ⊂ Ṽ . Suppose that a mapping ψ−1 ∈ L(Ṽ ; Rm) of ψ
exists, i.e. ψψ−1v = v for v ∈ Ṽ .

Then there exists at most one invariant probability measure for (5.14) on the state
space H, and if an invariant probability measure exists, it is strongly mixing.

Proof: De�ne G−1 ∈ L(Ṽ × {0}; Rm) by G−1

(
v
0

)
:= ψ−1v. All the conditions of

Hypothesis 5.3 are satis�ed (with T > r and V = Ṽ ×{0} ⊂ Rd×L2([−r, 0]; Rd)), and
by Theorem 5.4 we may deduce the uniqueness of an invariant probability measure
and the strong mixing property of such a measure.

Note that the conditions of Theorem 5.16 are not necessarily very restrictive:
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Corollary 5.17. Suppose that m ≥ d and ψ ∈ L(Rm; Rd) is surjective.

Then there exists at most one invariant probability measure for (5.14) on the state
space H, and if it exists, it is strongly mixing.

Proof: De�ne the pseudoinverse ψ−1 by letting ψ−1v denote the element w of
minimal norm in Rm such that ψw = v. Then ψ−1 ∈ L(Rd; Rm) is a linear operator.
Since m ≥ d and ψ is surjective, we �nd that rank ψ = d and hence (5.15) and (5.16)
hold. The result follows now from Theorem 5.16, of which all conditions are satis�ed
(with Ṽ = Rd).

For convenience we combine our result with a result of Chapter 4 on the existence
of invariant probability measures.

Corollary 5.18. Suppose the solutions of (5.14) are bounded in probability on the
state space H, and the conditions of Theorem 5.16 hold. Then there exists a unique,
strongly mixing invariant probability measure for (5.14) on H.

Proof: The existence of an invariant measure under these conditions is proven in
Theorem 4.3. The uniqueness follows from Theorem 5.16.

5.4.2 Stochastic reaction-di�usion recurrent neural networks

In [54] the following stochastic partial di�erential equation in m dimensions with
delay and noise is considered as an example of so-called recurrent neural networks.

dyi(t) =
m∑
k=1

∂

∂ξk

(
Di

∂yi
∂ξk

)
dt+

−cihi(yi(t, ξ)) +
n∑
j=1

aijfj(yj(t, ξ))

+
n∑
j=1

bij

∫ t

−∞
κij(t− s)gj(yj(s, ξ)) ds+ Ji

 dt

+
∞∑
l=1

σil(yi(t, ξ)) dwil(t).

We consider the following variant for n neurons in one dimension:

dyi(t, ξ) = ∆yi(t, ξ) dt+

−cihi(yi(t, ξ)) +
n∑
j=1

aijfj(yj(t, ξ))

+
n∑
j=1

bij

∫ t

t−1

κij(t− s)gj(yj(s, ξ)) ds+ Ji

 dt+ (Ψi dWi(t))(ξ),

(5.17)
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where

(i) ∆ denotes the one-dimensional Laplacian d2

dξ2 on [0, π];

(ii) ci, aij , bij , Ji are constants for i = 1, . . . , n, j = 1, . . . , n;

(iii) hi, fj and gj are Lipschitz functions R→ R for i, j = 1, . . . , n;

(iv) κij ∈ L2([0, 1]) for i, j = 1, . . . , n;

(v) Ψi ∈ L(Hi, L2([0, π])), where Hi is the RKHS of the cylindrical Wiener process
Wi, i = 1, . . . , n.

Let X = L2([0, π]) × . . . × L2([0, π]) and let the delay semigroup (S(t)) on E2 =
X × L2([−1, 0];X) be generated by

A =
[
B 0
0 d

dσ

]
(5.18)

with

B =


∆ 0 . . . 0

0 ∆
. . .

...
...

. . .
. . . 0

0 . . . 0 ∆

 .
Note that there is no dependence on the past in the generator of the delay semigroup.
This will be in our advantage later on.

Denote typical elements of E2 by z =
(
u1 . . . un
v1 . . . vn

)
with ui ∈ L2([0, π]) and

vi ∈ L2([−1, 0];L2([0, π])), i = 1, . . . , n. Let ϕi : X × L2([−1, 0];X)→ L2([0, π]) be
given by

ϕi(u1, . . . , un, v1, . . . , vn)[ξ]

:= −cihi(ui(ξ)) +
n∑
j=1

aijfj(uj(ξ)) +
n∑
j=1

bij

∫ 0

−1

κij(−s)gj(vj(s, ξ)) ds+ Ji,

and de�ne F : X × L2([−1, 0];X) → X × L2([−1, 0];X) and G ∈ L(H1 × . . . ×
Hn;X × L2([−1, 0];X)) by

F (z) :=
(
ϕ1(z) . . . ϕn(z)

0 . . . 0

)
, z ∈ E2, and (5.19)

G

w1

...
wn

 :=
(

Ψ1w1 . . . Ψnwn
0 . . . 0

)
, (w1, . . . , wn) ∈ H1 × . . .×Hn. (5.20)

Now (5.17) can be written in the form (5.1).
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Proposition 5.19. There exists a unique solution to (5.1), with A, F and G as
given in (5.18), (5.19) and (5.20).

Proof: This can be shown in a similar way as in the �rst example of Section 3.4.1,
only here we consider a cartesian product of function spaces L2([0, π]).

We will now establish a su�cient condition for (A,G) to be eventually null control-
lable.

Theorem 5.20. Suppose Ψi ∈ L(Hi;L2([0, π])) has a bounded inverse for all i =
1, . . . , n. Then (A,G) is null controllable for t > 1.

Proof: Since A and G are `in diagonal form' it su�ces to consider the case where
n = 1, so let Ψ ∈ L(H;X) be invertible with Ψ−1 ∈ L(X;H). It is su�cient to
establish the null controllability of (∆,Ψ) on X = L2([0, π]). Indeed, if (∆,Ψ) is
null controllable, then for any t > 1 and x ∈ X×L2([−1, 0];X) we may �nd a control
which steers the �rst component of x to 0 in time t−1. By setting the control equal
to zero after time t − 1 the translation e�ect of the delay semigroup then ensures
that x is steered to 0 in X × L2([−1, 0];X) in time t.

It remains to establish the null controllability of (∆,Ψ) on L2([0, π]). By [20],
condition (4.12), this is equivalent to the the existence of a γ(t) > 0 for all t > 0
such that ∫ t

0

||Ψ∗T ∗(t− s)z||2H ds ≥ γ(t)||T ∗(t)z||2X (5.21)

for all z ∈ X, where (T (t))t≥0 is the semigroup generated by the Laplacian. Let
(en)n∈N∪{0} be the orthonormal base of eigenvectors of the Laplacian with Neumann
boundary conditions on X = L2([0, π]), so{

e0(ξ) = 1√
π
,

en(ξ) =
√

2
π cos(nξ), n ∈ N,

and for z ∈ X write zn := 〈z, en〉X for n ∈ N ∪ {0}. We have, using selfadjointness
of (T (t))t≥0,∫ t

0

||Ψ∗T ∗(t− s)z||2H ds ≥ 1
||Ψ−1||2

∫ t

0

||T (t− s)z||2X ds

=
1

||Ψ−1||2

∫ t

0

∣∣∣∣∣
∣∣∣∣∣
∞∑
n=0

T (t− s)znen

∣∣∣∣∣
∣∣∣∣∣
2

X

ds

=
1

||Ψ−1||2

∫ t

0

[
z2

0 +
∞∑
n=1

e−2n2sz2
n

]
ds

=
1

||Ψ−1||2

[
tz2

0 +
∞∑
n=1

1
2n2

(1− e−2n2t)z2
n

]
,
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which should be compared to

||T ∗(t)z||2X = z2
0 +

∞∑
n=1

e−2n2tz2
n.

Using the basic inequality

1
a

(
1− e−at

)
≥ te−at, a, t > 0,

we �nd that (5.21) holds for

γ(t) =
t

||Ψ−1||2
,

which establishes the null controllability of (∆,Ψ).

Corollary 5.21. The transition semigroup corresponding to (5.1) with A, F and
G as given in (5.18), (5.19) and (5.20), is eventually strong Feller.

Proof: This is an immediate corollary of the previous theorem and Theorem 5.10,
using the invertibility of Ψi, i = 1, . . . , n.

5.5 Asymptotic strong Feller property

The strong Feller which we discussed earlier (Section 5.1 and Section 5.2) tells some-
thing about the smoothing properties of the Markov transition semigroup. However,
as Hairer and Mattingly described in [37], also contractive properties can be used to
establish uniqueness of solutions. Therefore they introduced the asymptotic strong
Feller property which is a generalization of the strong Feller property.

We will refrain from giving a precise de�nition (which is rather intricate and would
need a long introduction). Instead, we quote a su�cient condition ([37], Proposition
3.12) for a Markov semigroup to possess the asymptotic strong Feller property.

Proposition 5.22. Let (tn)n∈N and (δn)n∈N be two sequences of positive real num-
bers with (tn)n∈N nondecreasing and (δn)n∈N converging to zero. A transition semi-
group (P (t))t≥0 of a Markov process with values in a Hilbert space H is asymptoti-
cally strong Feller if, for all ϕ : H → R with ||ϕ||∞ and ||dϕ||∞ �nite,

||d(P (tn)ϕ)(x)|| ≤ C(|x|) (||ϕ||∞ + δn||dϕ||∞)

for all n ∈ N and x ∈ H, and where dϕ denotes the Fréchet derivative of ϕ and
C : [0,∞)→ R is a �xed nondecreasing function.

In order to state the promised ergodic property following from the asymptotic strong
Feller property, we need the notion of support of a measure.
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De�nition 5.23. For any measure µ on a topological space X the support supp µ
is de�ned as the smallest closed set F ⊂ X with µ(X\F ) = 0.

Here we quote the result ([37], Theorem 3.16) which explains the importance of the
asymptotic strong Feller property.

Theorem 5.24. Let (P (t))t≥0 be a Markov semigroup and let µ and ν be two distinct
ergodic invariant probability measures for (P (t))t≥0. If (P (t))t≥0 is asymptotically
strong Feller at x, then x /∈ supp µ ∩ supp ν.

As noted in [37], this theorem has the following corollary.

Corollary 5.25. If (P (t))t≥0 is an asymptotically strong Feller semigroup and there
exists a point x such that x /∈ supp µ for every invariant probability measure µ of
(P (t))t≥0 then there exists at most one invariant probability measure for (P (t))t≥0.

The following proposition gives a su�cient condition for certain linear stochastic
evolutions to possess the asymptotic strong Feller property.

Proposition 5.26. Let H be a Hilbert space with closed linear subspaces V and
W (not necessarily orthogonal) such that H = V ⊕ W . Let π : H → V denote
the projection on V along W . Let G ∈ LHS(H;H). Let (S(t))t≥0 be a strongly
continuous semigroup on H such that the restriction of S to W is asymptotically
stable, i.e. || S(t)|W || → 0, t → ∞. Furthermore suppose that (S(t)|V , πG) is null
controllable at time T > 0, i.e. for any v ∈ V there exists a function u ∈ L2([0, T ];H)
such that

S(T )v +
∫ T

0

S(T − s)πGu(s) ds = 0.

Then the Markov transition semigroup (P (t))t≥0 for

dX = AX dt+G dW (t) (5.22)

posesses the asymptotic strong Feller property.

Proof: Let z ∈ H and t ≥ T . Let u ∈ L2([0, t];H) such that

S(t)πz +
∫ t

0

S(t− s)πGu(s) ds = 0

and let ϕ : H → R with ||ϕ||∞ ∨ ||Dϕ||∞ <∞ and v ∈ V .

For m ∈ H and Q ∈ L1(H) let Nm,Q denote the normal distribution on H with
mean m and covariance operator Q. Furthermore let NQ := N0,Q and let ρt(m, ·)
denote the Radon-Nikodym derivative

ρt(m, y) :=
dNm,Qt
dNQt

(y), y ∈ H,
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for m ∈ Q1/2
t (H) (see [26], Theorem 1.3.6 or [21], Theorem 2.8).

Then,

DxP (t)ϕ(x)v = lim
h→0

1
h

∫
H

{ϕ(y + S(t)(x+ hv))− ϕ(y + S(t)x)} NQt(dy)

= lim
h→0

1
h

{∫
H

ϕ(y + S(t)x) NhS(t)v,Qt(dy)

−
∫
H

ϕ(y + S(t)x) NQt(dy)
}

= lim
h→0

1
h

∫
H

ϕ(y + S(t)x) (ρt(hS(t)v, y)− 1) NQt(dy)

=
∫
H

ϕ(y + S(t)x)
d

dh
(ρt(hS(t)v, y)− 1)

∣∣∣∣
h=0

NQt(dy)

=
∫
H

ϕ(y + S(t)x)
〈
Q
−1/2
t y,Γ(t)v

〉
NQt(dy),

and ∣∣∣∣∫
H

ϕ(y + S(t)x)
〈
Q
−1/2
t y,Γ(t)v

〉
NQt(dy)

∣∣∣∣ ≤ ||ϕ||∞|Γ(t)v|H ,

with, by the Cameron-Martin formula (see [21], Theorem 1.3.6),

Γ(t)v := Q
−1/2
t S(t)v, for t ≥ 0, v ∈ H.

Note that Γ(t) is de�ned by null controllability of (S(t)|V , πG), and that

||Γ(t)||L(V ;H) ≤ ||Γ(T )||L(V ;H), for t ≥ T,

since ||Γ(t)v||2 denotes the `minimal energy' required to steer v to 0 in time t and is
hence decreasing in t; see [21], Section 8.3.1.

Now for w ∈W , we have

|DxP (t)ϕ(x)w| =
∣∣∣∣(Dx

∫
H

ϕ(y + S(t)x) NQt(dy)
)
w

∣∣∣∣
=
∣∣∣∣∫
H

Dϕ(y + S(t)x) NQt(dy)S(t)w
∣∣∣∣

≤ ||Dϕ||∞|S(t)w|H .

Now for z = v + w ∈ H with v ∈ V and w ∈W , we �nd that

|DxP (t)ϕ(x)z| ≤ ||Γ(T )||L(V ;H)||ϕ||∞|v|+ ||Dϕ||∞|S(t)w|H .

We may now apply the previously stated su�cient condition for the asymptotic
strong Feller property (Proposition 5.26).

Note that the condition of the above proposition is closely related to that of stabi-
lizability (see also Section 6.3 of this thesis).
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5.5.1 Example: eventually compact semigroups

Recall that a strongly continuous semigroup (T (t))t≥0 with in�nitesemal generator
A is called eventually compact if there exists a t0 > 0 such that T (t0) is a compact
operator. Eventually compact semigroups allow a decomposition into two closed
subspaces, of which one is �nite dimensional, as we discuss below. Therefore, to
establish the asymptotic strong Feller property for systems driven by an eventually
compact semigroup, it remains only to check the �nite dimensional controllability of
the non-stable part. The delay semigroup is an important example of an eventually
compact semigroup, see Section 3.5.

In Section IV.2 of [29] the spectral decomposition of eventually compact operators
is discussed. We summarize the relevant de�nitions and statements below.

Let L : D(L) → X be a linear operator. The point spectrum σp(L) is the set of
those λ ∈ C for which ker(λI − L) 6= {0}. We call λ ∈ σp(L) an eigenvalue of
L. The nullspace ker(λI − L) is called the eigenspace. The generalized eigenspace
Mλ =Mλ(L) is the smallest closed linear subspace that contains all ker

(
(λI − L)j

)
for j = 1, 2, . . ..

Theorem 5.27 (Spectral resolution of eventually compact semigroups). Let (T (t))t≥0

be an eventually compact semigroup. Let β ∈ R. The set

Λ = Λ(β) := {λ ∈ σ(A) : Re λ > β}

is a �nite set of isolated eigenvalues of A. There exists a closed subspace RΛ such
that

X =MΛ ⊕RΛ,

where

MΛ = ⊕λ∈ΛMλ(A)

has �nite dimension.

Let

PΛ :=
∑
λ∈Λ

Res z=λR(z,A) =
∑
λ∈Λ

1
2πi

∫
Γλ

R(z,A) dz,

with Γλ a small circle in C such that λ is the only eigenvalue of A inside Γλ. Then
PΛ is called the spectral projection onto MΛ along RΛ, and there exist positive
constants K and δ such that

||T (t)(I − PΛ)|| ≤ Ke(β+δ)t||I − PΛ||, t ≥ 0,

Corollary 5.28. Suppose A generates a strongly continuous eventually compact
semigroup in H, G ∈ L(H;H), β < 0 and (A|MΛ(β)

, PΛ(β)G) is controllable. Then

the evolution described by (5.22) is asymptotically strong Feller.
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5.6 Notes and remarks

In [58] and [60] an overview is given of results on uniqueness of invariant probability
measures and on strong Feller di�usions, respectively. In [59] the same authors
present similar results for stochastic delay equations as those found in this chapter.
Their conditions on the evolution process are probabilistic in nature, whereas our
conditions are of an operator theoretic kind.

Very recently the uniqueness of invariant probability measure for general stochastic
delay equations with multiplicative noise was established in [36] .

In [70] uniqueness of an invariant probability measure was established for nonde-
generate di�usions in Hilbert spaces, and in [19] for degenerate di�usions. However,
in the latter, only the immediate strong Feller property was established which is
too strong for our purposes: the delay semigroup can never be immediately strong
Feller.

In [33] and [34] the immediate strong Feller property and irreducibility are proven for
(possibly degenerate) di�usions, by applying Malliavin calculus. Their result does
not apply to stochastic delay equations since these can only be eventually strong
Feller.

Uniqueness of invariant probability measure in Banach spaces is discussed in [87].
See also references mentioned in Section 4.4

Based on the contents of this chapter, a paper is being prepared for publication
([10]).
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CHAPTER

SIX

Stability

In this chapter we consider the linear SDE

dX(t) = AX(t) dt+
n∑
i=1

BiX(t) dW (t)

or in mild form

X(t) = S(t)x+
n∑
i=1

∫ t

0

S(t− s)BiX(s) dW (s). (6.1)

with (S(t))t≥0 a strongly continuous semigroup in a Hilbert space H with in�nitese-
mal generator A, Bi ∈ L(H), i = 1, . . . , n, (Wi)ni=1 independent standard Brownian
motions in R and x ∈ H. By Theorem 2.27 there exists a unique solution (X(t;x))t≥0

to (6.1) for any choice of A, (Bi)ki=1 and x.

In this paper we are interested in the stability properties of the solution of (6.1).
More speci�cally, we want to estimate the pathwise Lyapunov exponent, de�ned
(see [5]) as

λ := lim
t→∞

1
t

log |X(t;x)|, a.s. (6.2)

An inspiration was the paper [2] by John Appleby and Xuerong Mao concerning
stochastic stability of functional di�erential equations. Treating functional di�eren-
tial equations from a �nite dimensional perspective they managed to �nd conditions
for pathwise stability. Our goal was to obtain similar stability results by an in�nite
dimensional approach (i.e. by using the in�nite dimensional state space for the delay
equation).
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In Section 6.1 we will discuss some preliminary results. In Section 6.2 we will brie�y
discuss the history of the pathwise stochastic stability problem in �nite dimensions.
In Section 6.3 we will establish a necessary condition on the drift and noise parts of
the SDE in order for the solutions to be stochastically stable. In Section 6.4 we will
discuss the strong law of large numbers and the approximation of solutions of SDEs
in Hilbert space using Yosida approximations, both of which are important tools for
the remainder of this chapter. In Section 6.5 an estimate on the pathwise Lyapunov
exponent for the case of nondegenerate noise is discussed. Finally in Section 6.6
we discuss a technique to �nd an estimate on the pathwise Lyapunov exponent for
degenerate noise by means of an operator inequality.

6.1 Preliminary results

6.1.1 Deterministic systems

Let A be a closed linear operator and let ρ(A) denote the resolvent set of A:

ρ(A) =
{
λ ∈ C : (λ−A)−1 exists and is bounded

}
.

De�ne the spectrum σ(A) of A by σ(A) = C\ρ(A). Let s(A) denote the spectral
bound of A, and r(B) the spectral radius of B, i.e.

s(A) := sup{Re λ : λ ∈ σ(A)} and r(B) := sup{|λ| : λ ∈ σ(B)}.

Furthermore let ω0(A) denote the growth bound of A, i.e.

ω0(A) := inf{ω ∈ R : ∃M≥1 s.t. || exp(At)|| ≤Meωt for all t ≥ 0}.

We have the following relation between s(A), ω0(A) and r(S(t)):

s(A) ≤ ω0(A) =
1
t

log r (S(t)) , for all t ≥ 0. (6.3)

See [32], Proposition IV.2.2. If (S(t))t≥0 is eventually norm continuos then by [32],
Theorem IV.3.11, the inequality in (6.3) becomes an equality: s(A) = ω0(A).

6.1.2 Commutative case

As an appetizer, consider the particular case of (6.1) where A and all Bi, i = 1, . . . , k
commute. Let (T0)t≥0 be the strongly continuous semigroup generated by A −
1
2

∑k
i=1B

2
i , and let (Ti)t≥0 be the uniformly continuous groups (Ti(t))t≥0 generated

by Bi, i = 1, . . . , k. Then the solution is given by

X(t;x) = T0(t)
k∏
i=1

Ti(Wi(t))x. t ≥ 0, x ∈ H.
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Suppose ||Ti(t)|| ≤Mi exp(ω0(Bi)t), i = 1, . . . , k. Then

1
t

log |X(t;x)| ≤ 1
t

log |x|+ 1
t

log ||T0(t)||+ 1
t

k∑
i=1

log ||Ti(Wi(t))||.

Now using the strong law of large numbers for martingales (see Theorem 6.11)

lim sup
t→∞

1
t

log ||Ti(Wi(t))|| ≤ lim sup
t→∞

logMi

t
+
ω0(Bi)|Wi(t)|

t
= 0 a.s.,

and furthermore

lim sup
t→∞

1
t

log ||T0(t)|| = ω0

(
A− 1

2

k∑
i=1

B2
i

)
.

Hence we �nd

lim sup
t→∞

1
t

log |x(t)| ≤ ω0

(
A− 1

2

k∑
i=1

B2
i

)
, a.s. (6.4)

This may be compared to a result by A. Kwieci«ska, [49], which seems to be slightly
less sharp and less general.

6.1.3 Interpretation of the pathwise Lyapunov exponent

The expression for the Lyapunov exponent given in (6.2) implies that there exists a
random variable M such that

|X(t;x)| ≤Meλt for all t ≥ 0, a.s.

It should be noted that if we can estimate inft≥0 E[|X(t;x)|p] ≥ kp for some p > 0,
then

kp ≤ E|X(t;x)|p ≤ E[Mpeλpt],

so that

EMp ≥ kpe−λpt for all t ≥ 0,

and in particular EMp =∞ if λ < 0.

So in this sense a negative Lyapunov exponent does not guarantee a fast convergence
to zero. Examples of this behaviour are easy to construct: in one dimension take
A = 0 and B1 = b ∈ R; then E|X(t;x)|2 ≥ E|x|2, t ≥ 0, but λ = − 1

2b
2.
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6.2 History of the problem in �nite dimensions

In this section we present a short history of establishing the pathwise Lyapunov
exponent for solutions of linear SDEs. This is for illustrative purposes only, and we
do not claim any completeness. The methods described in this section will not be
used later on.

An early reference to the problem is found in [50], where it is postulated that if the
solution of

ẋ(t) = Ax(t), t ≥ 0

is unstable, then the solution of the Stratonovich SDE

dx(t) = Ax(t) +
k∑
i=1

Bix(t) ◦ dWi(t),

is never (pathwise) stable.

Already in 1967, Khas'minskii [46] shows that this postulate does not hold by study-
ing (6.1) in spherical coordinates. His approach is as follows.

First we write (6.1) in Stratonovich form

dx(t) = Ãx(t) dt+
k∑
i=1

Bix(t) ◦ dWi(t), (6.5)

with Ã = A− 1
2

∑k
i=1B

2
i .

Write y(t) := x(t)/|x(t)| and λ(t) := log |x(t)|, t ≥ 0. Then y is a process on Sn−1,
the unit sphere of dimension n− 1. Using Itô's formula it can be calculated that y
satis�es {

dy(t) = h(Ã, y(t)) dt+
∑k
i=1 h(Bi, y(t)) ◦ dWi(t), t ≥ 0,

y(0) = y0 := x0
|x0| ,

(6.6)

where

h(C, z) := (C − q(C, z)I)z, q(C, z) := zTCz, z ∈ Sn−1, C ∈ Rn×n.

Note that h(C, z)T z = 0 for z ∈ Sn−1 so that indeed h(C, z) is a vector in the
tangent space TzSn−1 and that the process (y(t))t≥0 is autonomous, as can be seen
from (6.6). By compactness of Sn−1 at least one invariant measure µ exists for y.

Khas'minskii then assumes a strong non-singularity condition on the (Bi),

k∑
i=1

(Bix)(Bix)T is positive de�nite for all x ∈ Rn, x 6= 0. (6.7)
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Due to this condition, Py0(y(t) ∈ U) > 0 for all open U ⊂ Sn−1 and (y(t))t≥0 is
strong Feller. By an earlier theorem of Khas'minskii ([45]), µ is therefore the unique
invariant measure for (y(t))t≥0 on Sn−1, and hence it is ergodic.

By Itô's formula, the process (λ(t))t≥0 can be shown to satisfy

λ(t) = λ(0) +
∫ t

0

Φ(y(s)) ds+
k∑
i=1

∫ t

0

〈Biy(s), y(s)〉 dWi(s) a.s., (6.8)

with

Φ(z) := 〈Az, z〉+ 1
2

k∑
i=1

||Biz||2 −
k∑
i=1

〈Biz, z〉2, z ∈ Sn−1. (6.9)

Now using the strong law of large numbers for martingales (Theorem 6.11),

lim
t→∞

1
t

k∑
i=1

∫ t

0

〈Biy(s), y(s)〉 dWi(s) = 0 a.s.,

and by ergodicity of µ,

lim
t→∞

1
t

∫ t

0

Φ(y(s)) ds =
∫
Sn−1

Φ(z) dµ(z) a.s.

We may conclude that

lim
t→∞

1
t

log |x(t)| =
∫
Sn−1

Φ(z) dµ(z) a.s. (6.10)

As stated above, (6.7) is unnecessarily strong for establishing the uniqueness of the
invariant measure µ on Sn−1. A better understanding of the structure of ergodic
invariant measures on manifolds (e.g. Sn−1) is provided by [48].

In [55], Mao provides a new way of estimating the Lyapunov exponent. In the linear
case this boils down to requiring that

〈Az, z〉 ≤ α and 1
2

k∑
i=1

||Biz||2 −
k∑
i=1

〈Biz, z〉2 ≤ β, z ∈ Sn−1 (6.11)

so that Φ(z) ≤ α+ β, z ∈ Sn−1. Therefore (6.8) shows that

lim sup
t→∞

1
t

log |x(t)| ≤ α+ β a.s.,

without the need to establish an invariant measure on Sn−1.

This approach can be extended using a Lyapunov function, see [56], Theorem 4.3.3.
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6.3 Necessary condition for pathwise stability

Throughout this section, let H and U be Hilbert spaces, (T (t))t≥0 a strongly con-
tinuous semigroup on H with in�nitesemal generator A : D(A)→ H, B ∈ L(U ;H),
G ∈ L(H) and F ∈ L(H;U). Furthermore (M(t))t≥0 is a one-dimensional square
integrable martingale.

In this section we will compare stability properties of the stochastic di�erential
equation

dX(t) = AX(t) dt+BFX(t) dM(t)

to stabilizability of the linear control system

x′(t) = Ax(t) +Bu(t).

First we introduce some necessary notions of stability for stochastic processes.

De�nition 6.1. Let (X(t))t≥0 be a stochastic process in H. The process (X(t))t≥0

is said to be almost surely asymptotically stable or pathwise asymptotically stable
if

lim
t→∞

X(t) = 0, almost surely,

and (X(t))t≥0 is said to be almost surely exponentially stable or pathwise exponen-
tially stable if

lim sup
t→∞

1
t

log |X(t)| < 0, almost surely.

Suppose (X(t;x))t≥0 is the unique solution of

dX(t) = AX(t) dt+GX(t) dM(t), X(0) = x ∈ H,

and that (X(t;x))t≥0 is pathwise asymptotically stable for all x ∈ H. Then the pair
(A,G) is called stochastically stable.

We will compare the stability properties above to the following deterministic stability
and stabilizability properties.

De�nition 6.2. The semigroup (T (t))t≥0 is said to be exponentially stable if there
exist positive constants M and α such that

||T (t)|| ≤Me−αt, t ≥ 0. (6.12)

We say that (T (t))t≥0 is β-exponentially stable if (6.12) holds for some α > −β.

If there exists an F ∈ L(H;U) such that A + BF generates an exponentially stable
semigroup (TBF (t))t≥0, then the pair (A,B) is said to be exponentially stabiliz-
able. If (TBF (t))t≥0 is β-exponentially stable then we say that the pair (A,B) is
β-exponentially stabilizable.
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Furthermore we will use the following spectral property.

De�nition 6.3. The in�nitesemal generator A satis�es the spectrum decomposition
assumption at δ ∈ R if σ+

δ (A) is bounded and separated from σ−δ (A) in such a way
that a recti�able, simple, closed curve Γδ can be drawn so as to enclose an open set
containing σ+

δ (A) in its interior and σ−δ (A) in its exterior. Here

σ+
δ (A) := σ(A) ∩ C+

δ ; C+
δ := {λ ∈ C : Re (λ) > δ} ,

σ−δ (A) := σ(A) ∩ C−δ ; C−δ := {λ ∈ C : Re (λ) < δ} .

If A satis�es the spectrum decomposition assumption at δ then we may de�ne the
spectral projection Pδ by

Pδz :=
1

2πi

∫
Γδ

R(λ,A)z dλ,

where Γδ is traversed once in counterclockwise direction. This induces the decom-
position

H = H+
δ ⊕H

−
δ , where H+

δ := PδH and H−δ := (I − Pδ)H.

We may decompose A, (T (t))t≥0 and a bounded linear operator B ∈ L(U ;H) as

A =
(
A+
δ 0

0 A−δ

)
, T (t) =

(
T+
δ (t) 0
0 T−δ (t)

)
, B =

(
B+
δ

B−δ

)
,

with B+
δ := PδB ∈ L(U ;H+

δ ) and B−δ := (I − Pδ)B ∈ L(U ;H−δ ).

In order to state the main result of this section, we will need the notion of controlla-
bility of �nite dimensional systems. Let C ∈ Rn×n and D ∈ Rn×k. Recall that the
pair (C,D) is called controllable if

rank
[
D,CD, . . . , Cn−1D

]
= n.

Here [T1, T2, . . . , Tn] denotes the concatenation of all the columns of the matrices
T1, . . . , Tn.

We recall the following theorem (see [20], Theorem 5.2.6).

Theorem 6.4. Let A be the in�nitesemal generator of a strongly continuous semi-
group (T (t))t≥0 on a Hilbert space H and let B ∈ L(U ;H) have �nite rank, with U
a Hilbert space. Then the following are equivalent:

(i) The pair (A,B) is β-exponentially stabilizable;

(ii) A satis�es the spectrum decomposition assumption at β, H+
β is �nite dimen-

sional, (T−β (t))t≥0 is β-exponentially stable and the �nite dimensional pair

(A+
β , B

+
β ) is controllable.
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Note that if A generates an eventually compact semigroup then A satis�es the spec-
trum decomposition assumption with H+

β �nite dimensional for any β ∈ R (see
Section 5.5.1).

We can now state the main result of this section.

Theorem 6.5. Suppose A satis�es the spectrum decomposition assumption at δ = 0
with dimH+

0 < ∞, and that B ∈ L(U ;H) has �nite rank. If the pair (A,BF ) is
stochastically stable for some F ∈ L(H;U), then (A,B) is exponentially stabilizable.

Corollary 6.6. Suppose A satis�es the spectrum decomposition assumption at δ = 0
with dimH+

0 <∞, and that B ∈ L(U ;H) has �nite rank. Furthermore suppose that
the solution of

dX(t) = AX(t) dt+BX(t) dM(t)

is asymptotically stable. Then the system (A,B) is exponentially stabilizable.

Proof (of corollary): By taking F = I, we see that (A,B) is stochastically
stabilizable. Now apply Theorem 6.5.

In order to prove Theorem 6.5, we need some further notions and results from systems
theory. See [80] for details.

Let, for the discussion below, C ∈ Rn×n and D ∈ Rn×k.

λ ∈ C is called (C,D)-controllable if

rank [C − λI,D] = n,

Note that if λ /∈ σ(C), then λ is always (C,D)-controllable.

The system (C,D) is said to be isomorphic to (C,D) if there exists an invertible
matrix S such that

C = S−1CS, D = S−1D.

Lemma 6.7. Suppose (C,D) is not controllable and D 6= 0. Then there exist (C,D)
isomorphic to (C,D) such that

C =
[
C11 C12

0 C22

]
, D =

[
D1

0

]
,

and such that (C11, D1) is controllable.

Furthermore λ ∈ C is (C,D)-controllable if and only if λ /∈ σ(C22).

Proof (of Theorem 6.5): Let (X(t))t≥0 denote the unique solution to

X(t) = T (t)x+
∫ t

0

T (t− s)BFX(s) dM(s), (6.13)

with x ∈ H.
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Let P := P0, H+ := H+
0 , H− := H−0 etc. be as de�ned above and let n := dimH+ <

∞. Choose an arbitrary basis of H+ in order to identify H+ and Rn. Note that

dPX(t) = A+X(t) dt+B+FX(t) dM(t).

Suppose that A+ has an eigenvalue λ ∈ C with Re (λ) ≥ 0 which is uncontrollable,
so

rank
(
A+ − λI B+

)
< n.

By Lemma 6.7 there exists a system (A,B) isomorphic to (A+, B+) such that

A =
(
A11 A12

0 A22

)
, B =

(
B1

0

)
,

and, for some S ∈ GL(Rn),

S−1A+S = A, S−1B+ = B.

with λ ∈ σ(A22). Let x be a generalized eigenvector of A+ corresponding to eigen-
value λ and let (X(t))t≥0 be the solution of (6.13) for this choice of x.

Now PX satis�es

dS−1PX(t) = S−1A+PX(t) dt+ S−1B+FX(t) dM(t)

= AS−1PX(t) dt+BFX(t) dM(t).

Let Q denote projection on the generalized eigenspace Eλ of A22 corresponding to
eigenvalue λ, and note that Q commutes with A22 and QB = 0. Hence

dQS−1PX(t) = A22QS
−1PX(t) dt, QS−1PX(0) = QS−1x,

so
QS−1PX(t) = exp(A22t)QS−1x.

Since σ(A|Eλ) = {λ}, we have

||X(t)|| ≥ k||QS−1PX(t)|| ≥ k̃eλt|S−1x|,

for some positive constants k, k̃. This shows that (X(t))t≥0 is not stochastically
stable if (A+, B+) has an uncontrollable eigenvalue λ with Re λ ≥ 0, or equiva-
lently (X(t))t≥0 is not stochastically stable if (A+, B+) is not controllable. But, by
Theorem 6.4, controllability of (A+, B+) (combined with the assumptions in the for-
mulation of the theorem) is equivalent to (A,B) being exponentially stabilizable.

6.4 Tools

In the previous section we discussed a necessary condition for a linear stochastic
evolution with multiplicative noise to be exponentially stable. In this section we
will introduce some tools which we will use to establish su�cient conditions for this
property.
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6.4.1 Law of large numbers for martingales

Below we will prove a special case of the law of large numbers for martingales. This
is not a new result; a more general formulation can be found for example in [56],
Theorem 3.4 but is stated there with neither proof nor reference. It seems to be
a folklore result: a proof was nowhere to be found but the result is used now and
then. We provide a proof of our own here. A proof for the discrete time case may
be found in [79].

First we need the exponential martingale inequality:

Proposition 6.8 (Exponential martingale inequality). Let (M(t))t≥0 be a contin-
uous local martingale with M(0) = 0. Then for all ε, δ > 0,

P
(

sup
t≥0

M(t) ≥ ε and [M ](∞) ≤ δ
)
≤ e−

1
2 ε

2/δ.

Proof: Fix ε > 0 and set T := inf {t ≥ 0 : M(t) ≥ ε}. Fix θ ≥ 0 and set

Z(t) := exp
{
θM(t)T − 1

2θ
2[M ](t)T

}
.

Then Z is a continuous local martingale, and

|Z| ≤ eθε, a.s.

so Z is a bounded martingale, and by optional stopping

E [Z(∞)] = E [Z(0)] = 1.

For δ > 0,

P
(

sup
t≥0

M(t) ≥ ε and [M ](∞) ≤ δ
)
≤ P

(
Z(∞) ≥ eθε−

1
2 θ

2δ

)
≤ e−θε+

1
2 θ

2δ.

Now optimize over θ.

Remark 6.9. See also Theorem 23.17 in [42] for exponential inequalities for local
martingales with bounded jumps.

Corollary 6.10. Let (M(t))t≥0 be a continuous local martingale with M(0) = 0.
Then for all ε, δ > 0,

P
(

sup
t≥0
|M(t)| ≥ ε and [M ](∞) ≤ δ

)
≤ 2e−

1
2 ε

2/δ.

Theorem 6.11 (Law of large numbers for martingales). Let (M(t))t≥0 be a contin-
uous local martingale in R with M(0) = 0. If

lim sup
t→∞

[M ](t)
t

<∞, a.s., (6.14)
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then

lim
t→∞

M(t)
t

= 0, a.s.

Proof: Let k,m ∈ N. For n ∈ N, let En denote the event

En :=
{

sup
t≥0
|Mn+1(t)| ≥ n

m
and [Mn+1](∞) ≤ 2kn

}
.

Here Mn is the continuous local martingale obtained by stopping M at time n.

Then by the exponential martingale inequality,

P(En) ≤ 2e−
n

4km2 , n ∈ N.

Hence by Borel-Cantelli, P(Ecn, eventually as n→∞) = 1. Let

Ω̃k,m := (Ecn, eventually as n→∞)

and
Ωk := {[M ](t) ≤ kt for all t ≥ 0} for k ∈ N.

On Ωk, we have that

[M ]n+1(∞)
n

=
[M ](n+ 1)

n
≤ (n+ 1)k

n
≤ 2k, n ∈ N,

so on Ωk ∩ Ω̃k,m we have that

sup
t≥0
|Mn+1(t)| < n

m
, eventually as n→∞.

In particular, on Ωk ∩ Ω̃k,m, for N ∈ N large enough and t ∈ [n, n + 1], for n > N ,
n ∈ N,

|M(t)|
t

=
|Mn+1(t)|

t
≤ |M

n+1(t)|
n

<
1
m
,

that is
|M(t)|
t

<
1
m

for t large enough.

Note that Ω̃k := ∩mΩ̃k,m has full measure and on Ωk ∩ Ω̃k, for all m ∈ N we have

|M(t)|
t

<
1
m

for t large enough.

Note that, by (6.14), for all γ > 0 there exists an k ∈ N such that P(Ωk) ≥ 1 − γ.
Therefore Ω̃ := ∪kΩ̃k has full measure and on Ω̃, for all m ∈ N,

|M(t)|
t

<
1
m

for t large enough.
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6.4.2 Approximation of solutions of stochastic di�erential equa-

tions

To be able to extend results from the case of uniformly continuous semigroups to
the more general case of strongly continuous semigroup, we will need some results
on approximation of solutions of SDEs.

De�nition 6.12. Let X be a Banach space. Let A be the in�nitesemal generator of
a strongly continuous semigroup (S(t))t≥0 in L(X). Let (Tn(t))t≥0,n∈N be a sequence
of strongly continuous semigroups in L(X) with generators (An)n∈N.

Then (An) is called an approximation of A if

(i) there exists M > 0 and ω ∈ R such that

||T (t)|| ∨ sup
n∈N
||Tn(t)|| ≤Meωt for all t ≥ 0, (6.15)

and

(ii) we have that Tn(t)x → T (t)x as n → ∞ for all x ∈ X, uniformly in t on
compact sets.

An approximation (An) of A is called a bounded approximation if An ∈ L(X) for
all n ∈ N.

We will not distinguish between an approximation (An) of A or an approximation
(Tn) of the corresponding semigroup T .

Equivalent conditions for (An) to be an approximation of A are given by the Trotter-
Kato theorem, see [32], Theorem III.4.8. A su�cient condition for a sequence (An)
to be an approximation of A is that (6.15) holds, and that Anx→ Ax for all x ∈ D,
where D is a core for A.

Yosida approximation

An important example of bounded approximations is the Yosida approximation
which we will discuss here.

Let X be a Banach space. In this example, A : D(A) → X is the in�nitesemal
generator of a strongly continuous semigroup (S(t))t≥0 on X satisfying

||S(t)|| ≤Meωt, t ≥ 0,

where M ≥ 1 and ω ∈ R.

Recall the notions of the resolvent set of A,

ρ(A) := {λ ∈ C : λ−A has a bounded inverse} ,
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and the resolvent of A,

R(λ,A) := (λ−A)−1, λ ∈ ρ(A).

De�ne the Yosida approximation of A by

An := AJn = nAR(n,A) = n2R(n,A)− nI, n ∈ N ∩ ρ(A),

where Jn := nR(n,A). These (An)n∈N are bounded operators and therefore generate
uniformly continuous semigroups which we denote by (Sn(t))t≥0, n ∈ N. Further-
more Anx→ Ax for all x ∈ D(A).

By [24], Theorem A.2,
||Sn(t)|| ≤Me

ωnt
n−ω , t ≥ 0.

Note that
ωn

n− ω
→ ω.

In particular, for all ω̃ > ω there exists an N ∈ N such that for and all n > N , we
have

||Sn(t)|| ≤Meeωt, t ≥ 0. (6.16)

If we combine the Trotter-Kato approximation theorem ([32], Theorem III.4.8)
with (6.16), we obtain the following lemma:

Lemma 6.13. Sn(t)x→ S(t)x for all x ∈ X, uniformly for t ∈ [0, T ] with T > 0.

Proposition 6.14. Suppose S is a strongly continuous semigroup with in�nitesemal
generator A, M is a continuous cylindrical martingale of stationary covariance with
RKHS H, p > 2 and X0 ∈ Lp(Ω,F0;H). Suppose (An)n∈N are approximations of
A. Suppose F : H → H and G : H → LHS(H;H) are globally Lipschitz. Let X be
the unique mild solution to

dX(t) = (AX + F (X)) dt+G(X) dM(t), X(0) = X0,

and Xn the unique mild solution to

dX(t) = (AnXn + F (Xn)) dt+G(Xn) dM(t), X(0) = X0.

Then for all T > 0,

E sup
t∈[0,T ]

|X(t)−Xn(t)|p → 0 as n→∞.

Moreover, there exists a sequence (nk)k∈N in N such that

lim
k→∞

sup
t∈[0,T ]

|Xnk(t)−X(t)| for all T > 0, almost surely.
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Proof: Let ε > 0.

E

[
sup
t∈[0,T ]

|X(t)−Xn(t)|p
]

≤ 3p−1E

[
sup
t∈[0,T ]

|S(t)X0 − Sn(t)X0|p
]

+ 3p−1E

[
sup
t∈[0,T ]

∣∣∣∣∫ t

0

S(t− s)F (X(s))− Sn(t− s)F (Xn(s)) ds
∣∣∣∣p
]

+ 3p−1E

[
sup
t∈[0,T ]

∣∣∣∣∫ t

0

S(t− s)G(X(s))− Sn(t− s)G(Xn(s), s) dM(s)
∣∣∣∣p
]
.

First term. For the �rst term we have that

lim
n→∞

sup
t∈[0,T ]

|S(t)X0 − Sn(t)X0|2 → 0, almost surely.

Since (S(t))t∈[0,T ] and (Sn(t))t∈[0,T ] are uniformly bounded in operator norm, by
dominated convergence,

3p−1E

[
sup
t∈[0,T ]

|S(t)X0 − Sn(t)X0|2
]
< ε

for n large enough.

Second term. Note that

sup
s∈[0,t]

∣∣∣∣∫ s

0

S(s− r)F (X(r))− Sn(s− r)F (Xn(r)) dr
∣∣∣∣p

≤ sup
s∈[0,t]

sp−1

∫ s

0

|S(s− r)F (X(r))− Sn(s− r)F (Xn(r))|p dr

≤ sup
s∈[0,t]

(2s)p−1

∫ s

0

|Sn(s− r) (F (X(r))− F (Xn(r))) |p dr

+ sup
s∈[0,t]

(2s)p−1

∫ s

0

|Sn(s− r)F (X(r))− S(s− r)F (X(r))|p dr.

with

sup
s∈[0,t]

∫ s

0

|Sn(s− r) (F (X(r))− F (Xn(r))) |p dr

≤ k1

∫ t

0

sup
r∈[0,s]

|X(r)−Xn(r)|p ds
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where the constant k1 > 0 may be chosen such that the inequality holds for all
t ∈ [0, T ]. Furthermore by dominated convergence, for n large enough,

E sup
s∈[0,t]

(2s)p−1

∫ s

0

|Sn(s− r)F (X(r))− S(s− r)F (X(r))|p dr < ε.

Third term. For the third term, employing Proposition 2.29 (ii) twice, for n large
enough,

E sup
s∈[0,t]

∣∣∣∣∫ s

0

S(s− r)G(X(r))− Sn(s− r)G(Xn(r)) dM(r)
∣∣∣∣p

≤ 2p−1E sup
s∈[0,t]

∣∣∣∣∫ s

0

S(s− r)G(X(r))− Sn(s− r)G(X(r)) dM(s)
∣∣∣∣p

+ 2p−1E sup
s∈[0,t]

∣∣∣∣∫ s

0

Sn(s− r)(G(X(r))−G(Xn(r))) dM(s)
∣∣∣∣p

≤ ε+ k2E
∫ t

0

sup
r∈[0,s]

|X(r)−Xn(r)|p dt,

where the constant k2 > 0 may be chosen in such a way that the inequality holds
for all t ∈ [0, T ].

Combining all the terms, for t ∈ [0, T ] and for n large enough,

E sup
s∈[0,t]

|X(s)−Xn(s)|p

≤ 3ε+ (k1 + k2)
∫ t

0

E sup
r∈[0,s]

|X(r)−Xn(r)|p ds.

By Gronwall's lemma therefore, for t ∈ [0, T ],

E sup
s∈[0,t]

|X(s)−Xn(s)|p ≤ 3ε exp((k1 + k2)t),

and we may let ε ↓ 0 to obtain the �rst claim.

It follows that for every T > 0 there exists a subsequence (n(k))k∈N such that

lim
k→∞

sup
t∈[0,T ]

|X(t)−Xn(k)(t)| = 0, a.s.

Now de�ne Ω1 ⊂ Ω, P(Ω1) = 1 and a subsequence (n1(k))k∈N such that

lim
k→∞

sup
t∈[0,1]

|Xn1(k)(t)−X(t)| = 0 on Ω1.

De�ne recursively, for m ∈ N, m ≥ 2, sets Ωm ⊂ Ω, P(Ωm) = 1, and further
subsequences (nm(k))k∈N of (nm−1(k))k∈N such that

lim
k→∞

sup
t∈[0,m]

|Xnm(k)(t)−X(t)| = 0 on Ωm.
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Let Ω̃ := ∩m∈NΩm (so P(Ω̃) = 1), and consider the subsequence (nk(k))k∈N. Let
ω ∈ Ω̃, ε > 0 and M ∈ N. Take K > 0 such that

sup
t∈[0,M ]

|XnM (k)(t)−X(t)|(ω) < ε for all k ≥ K.

Then for k ≥ K ∨M , nk(k) ≥ nM (k), and nk(k) ∈ (nM (l))l∈N, and therefore

sup
t∈[0,M ]

|Xnk(k)(t)−X(t)|(ω) < ε.

This proves the second claim: There exists a set Ω̃ with P(Ω̃) = 1 and a subsequence
(nk(k))k∈N of N such that on Ω̃, we have that for anyM ∈ N (and hence any T > 0),

lim
k→∞

sup
t∈[0,M ]

|Xnk(k)(t)−X(t)| = 0.

6.5 Estimate on the Lyapunov exponent of non-

degenerate di�usions

In this section we will establish a pathwise stability result for the case where the
noise occurs in the stochastic di�erential equation in a non-degenerate way.

Recall that a linear operator A : D(A)→ H on H is called dissipative when

〈Ax, x〉 ≤ 0 for all x ∈ D(A).

The generator A of a strongly continuous semigroup (S(t))t≥0 is dissipative if and
only if (S(t))t≥0 is a contraction semigroup.

Theorem 6.15. Suppose A : D(A) → H is the generator of a strongly continuous
semigroup (S(t))t≥0, and suppose F,G : H×R+ → H are Lipschitz continuous with
F (0, t) = G(0, t) = 0, t ≥ 0. Let (W (t))t≥0 be a one-dimensional standard Brownian
motion. Let X(t;x) denote the unique solution x : Ω× [0,∞)→ R to the stochastic
di�erential equation

X(t) = S(t)x+
∫ t

0

S(t− s)F (X(s), s) ds+
∫ t

0

S(t− s)G(X(s), s) dW (s). (6.17)

Suppose there exists a k > 0 such that A − kI is dissipative. Suppose �nally that
there exists γ ∈ R such that

|G(x, t)|2

|x|2
− 2〈G(x, t), x〉2

|x|4
≤ γ for all x ∈ H,x 6= 0 and all t ≥ 0. (6.18)
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Then

lim sup
t→∞

1
t

log |X(t;x)|2 ≤ 2(k + [F ]Lip) + γ.

In particular, if 2(k + [F ]Lip) + γ < 0 then the solution of (6.17) is almost surely
exponentially stable.

Remark 6.16. Note that, for a stabilizing e�ect of the noise, we require that γ < 0
in (6.18). However, if there exists an X ∈ H,x 6= 0 such that G(X, t) = 0, t ≥ 0,
then we have that γ ≥ 0. This shows that we can only hope to establish a stabilizing
e�ect from Theorem 6.15 by using a nondegenerate noise term.

Proof (of Theorem 6.15): Let Ã := A− kI be the generator of the contraction
semigroup (S̃(t))t≥0, and let F̃ (x, t) := F (x, t) + kx and rewrite (6.17) into

X(t) = S̃(t)x+
∫ t

0

S̃(t− s)F̃ (X(s), s) ds+
∫ t

0

S̃(t− s)G(X(s), s) dW (s).

Note that F̃ is Lipschitz continuous with [F̃ ]Lip = [f ]Lip + k.

De�ne the operators (An)n∈N to be the Yosida approximations of Ã, and let (Xn)n∈N
be the solutions to

Xn(t) = Sn(t)x+
∫ t

0

Sn(t− s)F̃ (Xn(s), s) ds+
∫ t

0

Sn(t− s)G(Xn(s), s) dW (s).

Fix n ∈ N. De�ne the real valued stochastic process

Yn(t) := |Xn(t)|2.

Using Itô's formula,

dYn(t) = 2〈Xn(t), AnXn(t) + F̃ (Xn(t), t)〉 dt
+ 2〈Xn(t), G(Xn(t), t)〉 dW (t) + |G(Xn(t), t)|2 dt.

De�ne

δ(t) :=

{
|G(X(t),t)|2
|X(t)|2 for X(t) 6= 0

δ0 for X(t) = 0
and

ε(t) :=

{
2〈X(t),G(X(t),t)〉

|X(t)|2 for X(t) 6= 0
ε0 for X(t) = 0,

for some δ0, ε0 such that
δ0 − 1

2ε
2
0 ≤ γ,
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and for n ∈ N de�ne

δn(t) :=

{
|G(Xn(t),t)|2
|Xn(t)|2 for Xn(t) 6= 0

δ(t) for Xn(t) = 0,
and

εn(t) :=

{
2〈Xn(t),G(Xn(t),t)〉

|Xn(t)|2 for Xn(t) 6= 0
ε(t) for Xn(t) = 0.

Then

dYn(t) = 2〈Xn(t), AnXn(t) + F̃ (Xn(t), t)〉 dt+ εn(t)Y (t) dW (t) + δn(t)Y (t) dt.

Note, by the Lipschitz continuity of G, that δn and εn are uniformly bounded in
n ∈ N and t ≥ 0.

Using variation of constants,

Yn(t) = Φn(t)
(
Y (0) + 2

∫ t

0

Φ−1
n (s)〈Xn(s), AnXn(s) + F̃ (Xn(s), s)〉 ds

)
,

where

Φn(t) = exp
(∫ t

0

δn(s)− 1
2εn(s)2 ds+

∫ t

0

εn(s) dW (s)
)
.

By the Lipschitz continuity of F̃ and dissipativity of Ã,

Yn(t) ≤ Φn(t)
(
Y (0) + 2α

∫ t

0

Φ−1
n (s)Yn(s) ds

)
,

where α = [F̃ ]Lip = [F ]Lip + k. Write Zn(t) := Φ−1
n (t)Yn(t), t ≥ 0, n ∈ N, then

Zn(t) ≤ Y (0) + 2α
∫ t

0

Zn(s) ds

so that by Gronwall's lemma,

Zn(t) ≤ y(0) exp(2αt) almost surely, for t ≥ 0.

Hence

Yn(t) = Φn(t)Zn(t) ≤ Φn(t)Y (0) exp(2αt) almost surely for t ≥ 0.

We �nd that, almost surely, for t ≥ 0, n ∈ N,

1
t

log |Xn(t)|2 =
1
t

log Yn(t) ≤ 1
t

log Y (0) +
1
t

log Φn(t) + 2α. (6.19)
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For n ∈ N,

1
t

log Φn(t) =
1
t

(∫ t

0

δn(s)− 1
2ε

2
n(s) ds+

∫ t

0

εn(s) dW (s)
)

Let, for t ≥ 0,

Φ̃n(t) := exp
(∫ t

0

{
δn(s)− 1

2εn(s)2
}
1{X(s)6=0} ds+

∫ t

0

εn(s)1{X(s)6=0} dW (s)
)

and

Φ̃(t) := exp
(∫ t

0

{
δ(s)− 1

2ε(s)
2
}
1{X(s) 6=0} ds+

∫ t

0

ε(s)1{X(s) 6=0} dW (s)
)
.

Suppose t > 0. By Lemma 6.14, there exists a sequence (nk)k∈N in N such that

sup
s∈[0,t]

|Xnk(s)−X(s)| → 0 as k →∞, almost surely. (6.20)

Hence for all s ∈ [0, t],

|δnk(s)− δ(s)|1{x(s) 6=0} ∨ |εnk(s)− ε(s)|1{x(s) 6=0} → 0 as k →∞, almost surely,

and since (δn), δ, (εn), and ε are uniformly bounded, we see that, by dominated
convergence,

E

[∣∣∣∣∫ t

0

(εnk(s)− ε(s))1{X(s) 6=0} dW (s)
∣∣∣∣2
]

= E
[∫ t

0

|εnk(s)− ε(s)|21{X(s) 6=0} ds

]
→ 0 as k →∞.

In a similar way

E

[∣∣∣∣∫ t

0

({
δnk(s)− 1

2ε
2
nk

(s)
}
−
{
δ(s)− 1

2ε
2(s)

})
1{X(s)6=0} ds

∣∣∣∣2
]
→ 0 as k →∞.

Therefore, there exists a subsequence (nkl)l∈N such that∣∣∣Φ̃nkl (t)− Φ̃(t)
∣∣∣→ 0 as k →∞, almost surely, (6.21)

Note that

{ω ∈ Ω : X(t) 6= 0} ⊂ {ω ∈ Ω : X(s) 6= 0 for 0 ≤ s ≤ t},

so from (6.19), (6.20), and (6.21) we may conclude that, since t > 0 is arbitrary,

1
t

log |X(t)|2 ≤ 1
t
y(0) +

1
t

log Φ̃(t) + 2α, a.s. on {X(t) 6= 0}, for all t > 0.
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Furthermore,

1
t

log |X(t)|2 = −∞ on {X(t) = 0}, for all t > 0.

It follows that

1
t

log |X(t)|2 ≤ 1
t
Y (0) +

1
t

log Φ(t) + 2α, almost surely, for all t > 0,

where

Φ(t) = exp
(∫ t

0

δ(s)− 1
2ε(s)

2 ds+
∫ t

0

ε(s) dW (s)
)
.

By (almost sure) continuity of the paths of X and Φ, it follows that

1
t

log |X(t)|2 ≤ 1
t
Y (0) +

1
t

log Φ(t) + 2α, for all t > 0, almost surely.

Note that

1
t

log Φ(t) =
1
t

(∫ t

0

δ(s)− 1
2ε

2(s) ds+
∫ t

0

ε(s) dW (s)
)
.

By uniform boundedness of ε and the strong law of large numbers for martingales
(Theorem 6.11),

1
t

∫ t

0

ε(s) dW (s)→ 0 as t→∞, almost surely.

Furthermore, by assumption (6.18),

δ(t)− 1
2ε

2(t) =
|G(X(t), t)|2

|X(t)|2
− 2〈X(t), G(x(t), t)〉2

|X(t)|4
≤ γ,

for (almost all) those (t, ω) for which X(t) 6= 0. For (t, ω) such that X(t) = 0,

δ(t)− 1
2ε

2(t) = δ0 − 1
2ε

2
0 ≤ γ.

So

lim sup
t→∞

1
t

log Φ(t) ≤ γ, almost surely,

and the claimed result follows.
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6.5.1 Example: stochastic di�erential equation in R2

Consider the following stochastic di�erential equation in R2:{
dx(t) = Ax(t) dt+Bx(t) dW (t)
x(0) = x0,

with for some φ ∈ [0, 2π) and b > 0,

A =
[
1 0
0 1

]
and B = bR(φ) = b

[
cosφ − sinφ
sinφ cosφ

]
.

Condition (6.18) gives as su�cient condition for stability

sup
x∈R2

|Bx|2

|x|2
− 2〈Bx, x〉2

|x|4
< −2

⇐⇒ sup
x∈R2

b2
(
|R(φ)x|2

|x|2
− 2〈R(φ)x, x〉2

|x|4

)
< −2

⇐⇒ sup
x∈R2

|x|=1

b2
(
|R(φ)x|2

|x|2
− 2〈R(φ)x, x〉2

|x|4

)
< −2

⇐⇒ sup
x∈R2

|x|=1

b2
(
1− 2〈R(φ)x, x〉2

)
< −2

⇐⇒ b2
(
1− 2 cos2 φ

)
< −2

⇐⇒ b2 cos 2φ > 2. (6.22)

Since A and B commute in this example, we can also calculate the solution explicitly,

x(t) = exp
(
(A− 1

2B
2)t+BW (t)

)
x0.

Since the eigenvalues of the operator B are b exp(±iφ), we �nd for the maximal
Lyapunov exponent

sup
x0∈S1

lim sup
t→∞

1
t

log |x(t)|2 = sup
x0∈S1

lim sup
t→∞

1
t

log
∣∣exp

(
(A− 1

2B
2)t+BW (t)

)
x0

∣∣2
= max
λ∈σ(B)

lim sup
t→∞

1
t

log
∣∣exp

(
(1− 1

2λ
2)t+ λW (t)

)∣∣2
= max
λ∈σ(B)

lim
t→∞

2
t

(
Re (1− 1

2λ
2)t+ Re λW (t)

)
= 2 max

{
1− 1

2b
2Re (exp(2iφ)), 1− 1

2b
2Re (exp(−2iφ))

}
= 2− b2 cos 2φ.

We may conclude that for this example, condition (6.18), or equivalently (6.22) is
not only su�cient but also necessary in order to obtain stability. In particular, it is
necessary that cos(2φ) > 0, or equivalently φ ∈

(−π
4 , π4

)
∪
(

3π
4 ,

5π
4

)
.
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6.6 Estimate on the Lyapunov exponent of degen-

erate di�usions

Let H be a real Hilbert space, and consider the linear SDE in mild form

X(t) = S(t)x+
k∑
i=1

∫ t

0

S(t− s)BiX(s) dWi(s), (6.23)

where Wi, i = 1, . . . , k, are independent standard Brownian motions in R, (S(t))t≥0

is a strongly continuous semigroup on H with generator A : D(A)→ H, Bi ∈ L(H),
i = 1, . . . , k and x ∈ H.

6.6.1 Bounded case

First we consider the case where A ∈ L(H), so that (S(t))t≥0 is a uniformly contin-
uous semigroup. In this case we may apply Itô's formula.

We need the notion of a coercive operator.

De�nition 6.17. An operator T ∈ L(H) is called coercive if 〈Tx, x〉 ≥ γ|x|2 for all
x ∈ H and some γ > 0.

Lemma 6.18. Suppose there exists a self-adjoint coercive operator Q ∈ L(H) and
λ ∈ R such that, for all x ∈ H,

〈Qx, x〉

[
2〈QAx, x〉+

k∑
i=1

〈QBix,Bix〉 − 2λ〈Qx, x〉

]
≤ 2

k∑
i=1

〈Qx,Bix〉2.

Let Y (t) := 〈QX(t), X(t)〉, with X the solution of (6.23).

Then

lim sup
t→∞

1
t

log Y (t) ≤ 2λ, a.s.

Proof: If x = 0, then P(X(t) = 0) = 1, t ≥ 0, and the required estimate holds
trivially.

Suppose x 6= 0. Then by uniqueness of the solution of SDEs and positiveness of Q,
P(Y (t) = 0) = 0 for all t ≥ 0.
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By Itô's formula,

d log Y (t) =

{
1

Y (t)

[
2〈QAX(t), X(t)〉+

k∑
i=1

〈QBiX(t), BiX(t)〉

]

− 2
Y (t)2

k∑
i=1

〈QX(t), BiX(t)〉2
}

dt

+
2

Y (t)

k∑
i=1

〈Qx(t), BiX(t)〉 dWi(t)

≤ 2λ dt+
2

Y (t)

k∑
i=1

〈QX(t), BiX(t)〉 dWi(t).

Now by boundedness of 〈QX(t),BiX(t)〉
〈QX(t),X(t)〉 for i = 1, . . . , k and the law of large numbers

for martingales (Theorem 6.11)

1
t

∫ t

0

2〈QX(s), BiX(s)〉
Y (s)

dWi(s)→ 0 (t→∞), a.s., i = 1, . . . , k,

so

lim sup
t→∞

1
t

log Y (t) ≤ 2λ a.s.

Proposition 6.19. Suppose there exists a self-adjoint matrix Q ∈ L(H), λ ∈ R and
bi ∈ R, i = 1, . . . , k such that(

A+
k∑
i=1

biBi

)∗
Q+Q

(
A+

k∑
i=1

biBi

)
+

k∑
i=1

B∗iQBi +

(
1
2

k∑
i=1

b2i − 2λ

)
Q ≤ 0.

(6.24)

Then, with Y as in Lemma 6.18,

lim sup
t→∞

1
t

log Y (t) ≤ 2λ, a.s.

Proof: Note that (by the abc-formula), for i = 1, . . . , k,

〈Qx,Bix〉2

〈Qx, x〉2
+ bi
〈Qx,Bix〉
〈Qx, x〉

+
1
4
b2i ≥ 0, for all x ∈ H. (6.25)

So, by Lemma 6.18, if

2〈QAx, x〉+
k∑
i=1

〈QBix,Bix〉 − 2λ〈Qx, x〉

≤ −2
k∑
i=1

bi〈Qx,Bix〉 −
1
2

k∑
i=1

b2i 〈Qx, x〉 for all x ∈ H,
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then the claimed result holds.

But this is equivalent to the stated condition.

The next theorem gives a su�cient condition in order for a solution to (6.24) to
exist.

Theorem 6.20. Suppose Dj ∈ L(H), j = 1, . . . , k, L is the generator of a strongly
continuous semigroup (T (t))t≥0 acting on H such that

||T (t)|| ≤ meωt for all t ≥ 0,

with m ≥ 1, ω ∈ R, and

m2
k∑
j=1

||Dj ||2 + 2ω < 0. (6.26)

Then for any M ∈ L(H) there exists a unique solution Q ∈ L(H) to the equation

L∗Q+QL+
k∑
j=1

D∗jQDj = M, (6.27)

which should be interpreted as

〈Qx,Ly〉+ 〈QLx, y〉+
k∑
j=1

〈QDjx,Djy〉 = 〈Mx, y〉 for all x, y ∈ D(L). (6.28)

This Q also satis�es

Q =
∫ ∞

0

T ∗(t)

 k∑
j=1

D∗jQDj −M

T (t) dt. (6.29)

We can estimate the norm of Q by

||Q|| ≤ − ||M ||m2

2ω +m2
∑k
j=1 ||Dj ||2

. (6.30)

Furthermore,

(i) if M = 0 then Q = 0,

(ii) if M ≤ 0 then Q ≥ 0, and

(iii) if M < 0 then Q > 0.
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Proof:

De�ne a recursion by

Q0 := 0, Qi+1 :=
∫ ∞

0

T ∗(t)

 k∑
j=1

D∗jQiDj −M

T (t) dt.

The recursion is actually a contraction, since

||Qi+1 −Qi|| =

∣∣∣∣∣∣
∣∣∣∣∣∣
k∑
j=1

∫ ∞
0

T ∗(t)D∗j (Qi −Qi−1)DjT (t) dt

∣∣∣∣∣∣
∣∣∣∣∣∣

≤ m2
k∑
j=1

||Dj ||2
∫ ∞

0

e2ωt dt ||Qi −Qi−1||

= −
m2
∑k
j=1 ||Dj ||2

2ω
||Qi −Qi−1||.

Note that the recursion is de�ned such that Qi+1 satis�es

L∗Qi+1 +Qi+1L = M −
k∑
j=1

D∗jQiDj ,

a basic result from Lyapunov theory (see [20], Theorem 4.1.23).

Hence there exists a unique �xed point Q ∈ L(H) that satis�es both (6.27) and

Q =
∫ ∞

0

T ∗(t)

 k∑
j=1

D∗jQDj −M

T (t) dt.

Hence

||Q|| ≤
∫ ∞

0

m2e2ωt

 k∑
j=1

||Dj ||2||Q||+ ||M ||

 dt

=
m2

−2ω

 k∑
j=1

||Dj ||2||Q||+ ||M ||

 .

By repeating this estimate n times, we obtain

||Q|| ≤

(
m2
∑k
j=1 ||Dj ||2

−2ω

)n
||Q||+ m2||M ||

−2ω

n−1∑
i=0

(
m2
∑k
j=1 ||Dj ||2

−2ω

)i
.
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Let n→∞ to obtain

||Q|| ≤ m2||M ||
−2ω

1

1− m2
Pk
j=1 ||Dj ||2
−2ω

= − m2||M ||
m2
∑k
j=1 ||Dj ||2 + 2ω

.

If M = 0 then Q = 0 by uniqueness of the solution.

Now supposeM ≤ 0. Then we can check that the recursion for (Qi) has the property
that Qi ≥ 0 for all i. So Q ≥ 0, and (6.29) shows that

Q ≥ −
∫ ∞

0

T ∗(t)MT (t) dt.

If M < 0, then there exists a unique P ∈ L(H), P > 0 such that M = L∗P + PL.
Then

Q ≥ −
∫ ∞

0

T ∗(t)MT (t) dt = P > 0.

So far we only know that if Q ∈ L(H) a solution to (6.27) with M < 0, then
Q > 0. But to obtain equivalence of norms we need Q to be coercive. In the �nite-
dimensional case coerciveness of Q is implied by Q > 0 but in in�nite dimensions
this is not the case. The next proposition shows that we can �nd a coercive solution
in case L is dissipative, or equivalently if (T (t))t≥0 is a contraction semigroup.

Proposition 6.21. Suppose L, (Dj)j=1,...,k are as in Proposition 6.20 and that (6.26)
holds. Then there exists a Q ∈ L(H) such that (6.28) holds with M = L+L∗. Fur-
thermore for this Q we have Q ≥ I and

||Q|| ≤ −2ω

−(2ω +m2
∑k
j=1 ||Dj ||2)

.

Note that if L is dissipative, then 〈Mx, x〉 = 2〈Lx, x〉 ≤ 0 for all x ∈ H.

Proof: By Proposition 6.20, there exists a unique solution R ∈ L(H), R ≥ 0
to (6.28) with M = −

∑k
j=1D

∗
jDj . Furthermore R ≥ 0 and, by (6.30)

||R|| ≤
∑k
j=1 ||Dj ||2m2

−(2ω +m2
∑k
j=1 ||Dj ||2)

.

Let Q := I +R. Then Q ≥ I, the claimed estimate for Q holds and

L∗Q+QL+
k∑
j=1

D∗jQDj = L∗ + L+
k∑
j=1

D∗jDj −
k∑
j=1

D∗jDj = L∗ + L,

interpreted in the weak sense of (6.28).
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6.6.2 Unbounded case

Recall that H be a real Hilbert space, and we consider the linear SDE in mild form

X(t) = S(t)x+
∫ t

0

S(t− s)BX(s) dW (s), (6.31)

where W is a standard Brownian motion in R, (S(t))t≥0 is a strongly continuous
semigroup on H with generator A : D(A)→ H, B ∈ L(H) and x ∈ H.

Remark 6.22. From this point onward we assume for notational convenience k = 1,
i.e. the stochastic process X is driven by only one standard Brownian motion.
There is however no problem in proving all the results of this section for the case
with multiple Brownian motions.

Lemma 6.23. Suppose T = (T (t))t≥0 is a strongly continuous semigroup with ap-
proximation (Tn)n∈N such that, for some ω < 0 and m ≥ 1,

||T (t)|| ∨ sup
n∈N
||Tn(t)|| ≤ meωt.

For n ∈ N let Rn ≥ 0 denote the unique positive semide�nite solution in L(H) to
the Lyapunov equation

A∗nRn +RnAn = M

for some �xed M ∈ L(H), M ≤ 0.

Then 〈y,Rnx〉 → 〈y,Rx〉 for any x, y ∈ H, where R ≥ 0 is the unique positive
semide�nite solution in L(H) to

A∗R+RA = M.

Proof: We have, for any t > 0,

|〈y,Rnx−Rx〉|

=
∣∣∣∣〈y,∫ ∞

0

T ∗n(s)MTn(s)x− T ∗(s)MT (s)x ds
〉∣∣∣∣

=
∣∣∣∣∫ ∞

0

〈Tn(s)y,M(Tn(s)− T (s))x〉+ 〈(Tn(s)− T (s))y,MT (s)x〉 ds
∣∣∣∣

≤
∫ ∞

0

||Tn(s)|| ||y|| ||M || |(Tn(s)− T (s))x| ds

+
∫ ∞

0

|(Tn(s)− T (s))y| ||M || ||T (s)|| ||x|| ds

≤ m||M ||
∫ ∞

0

eωs (||y|| |(Tn(s)− T (s))x|+ |(Tn(s)− T (s))y| ||x||) ds.

For the �rst term we have∫ ∞
0

eωs |(Tn(s)− T (s))x| ≤
∫ t

0

eωs|(Tn(s)− T (s))x| ds+ 2m|x|
∫ ∞
t

e2ωs ds.
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Now pick t large enough such that the second term is smaller than ε/2. Since (Tn) is
an approximation of T , we have uniform convergence in s ∈ [0, t] of |Tn(s)x−T (s)x|.
So let N large enough such that |Tn(s)x− T (s)x| ≤ δ for all s ∈ [0, t] and for δ > 0
such that ∫ t

0

eωsδ ds < ε/2.

Repeating this argument for the second term leads to the stated result.

Lemma 6.24. Suppose (T (t))t≥0 is a strongly continuous semigroup with approx-
imation (Tn(t))t≥0,n∈N and in�nitesemal generators L and (Ln)n∈N, respectively.
Suppose that for some m ≥ 1 and ω < 0 we have

||T (t)|| ∨ sup
n∈N
||Tn(t)|| ≤ meωt,

and suppose for this m,ω and some D ∈ L(H) condition (6.26) holds.

Let M ∈ L(H) be self-adjoint and negative semide�nite. Let Q and Qn, n ∈ N,
denote the unique positive semide�nite solutions to

L∗Q+QL+D∗QD = M and L∗nQ
n +QnLn +D∗QnD = M.

Then for all x, y ∈ H we have that 〈x,Qny〉 → 〈x,Qy〉 as n→∞.

Proof: For n ∈ N construct a recursion by

Qn0 := 0 and Qnj+1 :=
∫ ∞

0

T ∗n(t)(D∗QnjD −M)Tn(t) dt, j ∈ N.

Similarly let

Q0 := 0 and Qj+1 :=
∫ ∞

0

T ∗(t)(D∗QjD −M)T (t) dt, j ∈ N.

First we will prove the following

Claim: For all x, y ∈ H and j ∈ N we have 〈x, (Qnj −Qj)y〉 → 0 as n→∞.

Proof of claim: For j = 0 the claim holds trivially. Suppose now that the claim
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holds for value j = k − 1. Let x, y ∈ H. Then for j = k,

|〈x, (Qnj −Qj)y〉| =
∣∣∣∣∫ ∞

0

〈Tn(t)x, (D∗Qnj−1D −M)Tn(t)y〉 dt

−
∫ ∞

0

〈T (t)x, (D∗Qj−1D −M)T (t)y〉 dt
∣∣∣∣

≤
∫ ∞

0

|〈Tn(t)x,D∗(Qnj−1 −Qj−1)DTn(t)y〉| dt

+
∣∣∣∣〈x, ∫ ∞

0

T ∗n(t)(D∗Qj−1D −M)Tn(t)dt y
〉

−
〈
x,

∫ ∞
0

T (t)∗(D∗Qj−1D −M)T (t) dt y
〉∣∣∣∣

Since by the induction hypothesis Qnj−1 → Qj−1 in weak sense, we have that

〈DTn(t)x, (Qnj−1 −Qj−1)DTn(t)y〉 → 0 as n→∞

for all t ∈ [0,∞). By dominated convergence therefore the �rst term proceeds zero
as n → ∞. The convergence of the second term is an immediate consequence of
Lemma 6.23.

So the claim is proven by induction. �

Now by the proof of Theorem 6.20, Qj → Q and Qnj → Qn in the norm topology of
L(H), uniformly in n. Therefore using

|〈x, (Qn −Q)y〉| ≤ |〈x, (Qn −Qnj )y〉|+ |〈x, (Qnj −Qj)y〉|+ |〈x, (Qj −Q)y〉|

we obtain 〈x, (Qn −Q)y〉 → 0 as n→∞.

Lemma 6.25. Let B ∈ L(H) and let k ∈ R such that B − kI is stable, i.e. we may
estimate ||e−kteBt|| ≤ meλt, t ≥ 0 for some m ≥ 1 and λ < 0.

Then for any Q ∈ L(H), Q ≥ 0, and x ∈ H we have

〈QBx, x〉
〈Qx, x〉

≤ k.

Proof: Let
N := (B − kI)∗Q+Q(B − kI).

Then by Lyapunov theory N ≤ 0. Hence

2〈Q(B − kI)x, x〉 = 〈Nx, x〉 ≤ 0

or equivalently
〈QBx, x〉 ≤ k〈Qx, x〉.

We are now ready to state and prove the main result of this section.
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Theorem 6.26. Let A be the in�nitesemal generator of a strongly continuous semi-
group in L(H) and let B ∈ L(H). Suppose there exists b ∈ R such that the semigroup
S(t) generated by A+ bB satis�es, for some µ ∈ R,

||S(t)|| ≤ eµt, t ≥ 0.

Furthermore suppose that for some λ ∈ R,

2(µ+ 1
4b

2 − λ) + ||B||2 < 0.

Then

lim sup
t→∞

1
t

log |X(t)| ≤ λ,

where (X(t))t≥0 is the mild solution of

dX(t) = AX(t) dt+BX(t) dW (t), X(0) = x,

with W a one-dimensional standard Brownian motion.

Proof: De�ne L := A + bB + ( 1
4b

2 − λ)I, then L is the generator of a semigroup
T (t) and we have

||T (t)|| ≤ e(µ+
1
4 b

2−λ)t.

In particular, T is a contraction semigroup and hence also the approximating semi-
groups (Tn)n∈N (generated by the Yosida approximation (Ln)n∈N) are contraction
semigroups. Furthermore, by (6.16), for any ε > 0 there exists an N ∈ N such that
for all n ≥ N we have

||Tn(t)|| ≤ e(µ+
1
4 b

2−λ+ε)t.

Let ε > 0, small enough such that µ+ 1
4b

2− λ+ 1
2 ||B||

2 + ε < 0 and let N as above.
Let ω := µ+ 1

4b
2−λ+ε. For n ≥ N let Qn be the solution given by Proposition 6.21

to
L∗nQn +QnLn +B∗QnB = L∗n + Ln.

Similarly let Q be the solution to

L∗Q+QL+B∗QB = L∗ + L.

Recall that Qn ≥ I, n ≥ N , Q ≥ I and

||Q|| ∨ sup
n≥N
||Qn|| ≤

−2ω
−(2ω + ||B||2)

.

Let Xn denote the solution to

dXn(t) = AnXn(t) dt+BXn(t) dW (t), Xn(0) = x,
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where An := Ln− bB− ( 1
4b

2−λ)I. Then (An) is an approximation for A and hence
by Proposition 6.14, we have almost surely that, for a subsequence (nk) ⊂ N,

sup
t∈[0,T ]

|Xnk(t)−X(t)| → 0 for all T > 0.

Since Ln is bounded, we have that, since

(An + bB)∗Qn +Qn(An + bB) +B∗QnB + ( 1
2b

2 − 2λ)Qn ≤ 0, n ∈ N,

and by the proofs of Lemma 6.18 and Proposition 6.19 that

log〈QnXn(t), Xn(t)〉 ≤ log〈Qnx, x〉+2λt+2
∫ t

0

〈QnBXn(s), Xn(s)〉
〈QnXn(s), Xn(s)〉

dW (s). (6.32)

Here we used that Ln + L∗n ≤ 0 by dissipativeness of Ln.

In the stochastic integral we have by Lemma 6.24, the almost sure convergence of
Xn(s) on [0, t] and the uniform boundedness of ||Qn||, n ∈ N, that the integrand
converges almost surely. By Lemma 6.25 we may apply dominated convergence to
have convergence in L2(Ω) of the stochastic integral∫ t

0

〈QnBXn(s), Xn(s)〉
〈QnXn(s), Xn(s)〉

dW (s)→
∫ t

0

〈QBX(s), X(s)〉
〈QX(s), X(s)〉

dW (s).

We therefore also have this convergence with probability one for a further subse-
quence (nkl) ⊂ N.

For this subsequence the lefthand side of (6.32) converges a.s. to log〈QX(t), X(t)〉,
and by the uniform estimate on ||Qn||, the term log〈Qnx, x〉 is bounded by a con-
stant, say M > 0. Hence we have that, with probability one,

log〈QX(t), X(t)〉 ≤M + 2λt+ 2
∫ t

0

〈QBX(s), X(s)〉
〈QX(s), X(s)〉

dW (s), for all t ≥ 0.

Dividing by t and by letting t→∞, using the law of large numbers for martingales
(Theorem 6.11) we obtain

lim sup
t→∞

1
t

log〈QX(t), X(t)〉 ≤ 2λ almost surely.

Using the fact that Q ≥ I, we now have

lim sup
t→∞

1
t

log |X(t)| ≤ λ almost surely.

115



CHAPTER 6. STABILITY

6.6.3 Example: stochastic delay di�erential equation

Consider the stochastic di�erential equation with delay

dY (t) = aY (t) + cY (t− 1) dt+ σY (t) dW (t), t ≥ 0, Y (0) = y. (6.33)

with a, c ∈ R and σ > 0.

Suppose �rst c = 0. Then the solution to the stochastic di�erential equation is given
by

Y (t) = exp((a− 1
2σ

2)t+ σW (t))y, t ≥ 0,

and the solution is pathwise asymptotically stable if a < 1
2σ

2.

We may now ask ourselves the question: for which c ∈ R do we still have stability?

Proposition 6.27. Suppose a < 1
2σ

2 and

|c| < e−3/2σ2
( 1

2σ
2 − a). (6.34)

Then the solution to (6.33) is pathwise exponentially stable.

Proof: As in Section 3.1, let A be the generator of the delay semigroup in R ×
L2([−1, 0]), with

A :=
[
a Φ
0 d

dσ

]
,

where Φu := cu(−1) for u ∈W 1,2([−1, 0]). Furthermore letB ∈ L(R; R×L2([−1, 0]))
be given by

B :=
[
σ 0
0 0

]
.

By Theorem 3.18, we have that if, for some b ∈ R,

(a+ bσ − µ)2 > c2e−2µ (6.35)

and
µ > a+ bσ, (6.36)

then A + bB − µI generates a dissipative semigroup on a renormed space R ×
L2([−1, 0], τ) (with L2([−1, 0], τ) the Hilbert space consisting of square integrable
functions on [0, 1] with inner product

〈f, g〉τ =
∫ 0

−1

f(s)g(s)τ(s) ds

for some suitable weight function τ ∈ L∞([−1, 0]).

By Theorem 6.26, we have that (6.33) has a pathwise exponentially stable solution
if

σ2 + 1
2b

2 + 2µ < 0. (6.37)
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We may reformulate (6.35) as

c2 ≤ (a+ bσ − µ)2e2µ,

where b and µ should satisfy (6.36) and (6.37). It may be veri�ed that b = −2σ and
µ = −3/2σ2 − ε, with ε > 0 su�ciently small, satisfy these conditions, using that
a < 1

2σ
2. By letting ε ↓ 0 we obtain the estimate (6.34).

Remark 6.28. From the proof of Proposition 6.27, we see that the best estimate for
|c| in order for the system to remain asymptotically stable is obtained by solving the
nonlinear optimization problem

max (a+ bσ − µ)2e2µ (6.38)

subject to a+ bσ − µ < 0

and σ2 + 1
2b

2 + 2µ < 0.

over b and µ. The condition a < 1
2σ

2 is required for the set of feasible (b, σ) to be
non-empty. The above problem may be solved by applying the Karush-Kuhn-Tucker
conditions, obtaining µ = − 1

4b
2 − 1

2σ
2 and for b the third-degree equation

1
4b

3 + b2σ + b(a+ 1
2σ

2 − 1)− 2σ = 0.

By solving this equation we obtain an estimate which is sharper than (6.34), but
less readable. �
Remark 6.29. Note that, for σ = 0, we obtain from (6.34) the condition |c| < −a,
which is the same estimate as that in Corollary 3.19. Furthermore we have

d

d(σ2)
e−3/2σ2

( 1
2σ

2 − a)
∣∣∣∣
σ2=0

= 1
2 (3a+ 1),

from which we may conclude (see (6.34)) that adding noise has a stabilizing e�ect
for a > − 1

3 . �
Example 6.30 (Population growth under random migration). Consider the example
described in Chapter 1 and more explicitly in Example 3.3.1, with equation

dx(t) = [−αx(t) + βx(t− 1)] dt+ σx(t) dW (t), t ≥ 0,

so in (6.33) we have a = −α and c = β. Then Proposition 6.27 tells us that for
β < e−3/2σ2

( 1
2σ

2+α) the population will eventually be extinguished with probability
one.

If, for example α = 0.1, then the graph in Figure 6.1 shows upper bounds on values
of β for which we know to have pathwise stability.

Numerical experiments suggest that for σ not too large the theoretical bounds are
quite accurate (see Figure 1.1 in Chapter 1).
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Figure 6.1: Bound on the birth rate β for which we have extinction of the population,
as function of σ. Here α = 0.1. The solid graph represents the approximation
exp(−3/2σ2)( 1

2σ
2 + α) provided by Proposition 6.27. The dashed graph represent

the exact solution to the optimization problem (6.38), which gives a more relaxed
requirement on β.
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6.6.4 Relation to moment stability

So far we studied pathwise stability properties of stochastic di�erential equations.
We will now relate these results to second moment stability for linear stochastic
di�erential equations with multiplicative noise. Again let (X(t;x))t≥0 be the solution
to (6.23).

We recall the following result ([24], Theorem 11.14).

Theorem 6.31. The following statements are equivalent.

(i) There exist M > 0, ω > 0 such that

E|X(t;x)|2 ≤Me−ωt|x|2, t ≥ 0, x ∈ H.

(ii) For any x ∈ H we have

E
∫ ∞

0

|X(t;x)|2 dt <∞.

(iii) There exists a positive semi-de�nite solution R ∈ L(H) to the equation

A∗R+RA+
k∑
j=1

B∗jRBj + I = 0.

Combining the above theorem with Theorem 6.20, we obtain the following result:

Corollary 6.32. Let A generate a strongly continuous semigroup (T (t))t≥0 satisfy-
ing

||T (t)|| ≤ meλt, t ≥ 0

for some m ≥ 1 and λ < 0. Furthermore suppose that

2λ+m2
k∑
j=1

||Bj ||2 < 0.

Then there exist M > 0 and ω > 0 such that

E|X(t;x)|2 ≤Me−ωt|x|2, t ≥ 0, x ∈ H.

This result can also be obtained directly from the estimate

E|e−λtX(t;x)|2 ≤ m2|x|2 +m2

∫ t

0

k∑
j=1

||Bj ||2E|e−λsX(s;x)|2 ds

and the Gronwall inequality.
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In particular, it follows that under the conditions of Theorem 6.26, the process
Z(t;x) is stable in second moment, where Z(t;x) is the solution of

Z(t;x) = S(t)x+
∫ t

0

S(t− s)BZ(s;x) dW (s),

with (S(t))t≥0 the strongly continuous contraction semigroup generated by A+bB+
( 1

4b
2 − λ)I.

6.7 Notes and remarks

Part of this chapter has been submitted for publication. A paper based on Section 6.6
will be submitted in the autumn of 2009.

For more results on �nite dimensional stochastic Lyapunov exponents, see the overview
paper [6], the book by Khasminskii [47], and e.g. [4], [5], [51], [69] and [77].

Results on pathwise stability with general decay rate (i.e. not necessarily exponential
decay) of stochastic evolutions are given in [14]. In [15] results on stabilization
by noise of some partial di�erential equations may be found. In [17] results on
stabilization by noise for stochastic reaction-di�usion equations are used to establish
existence and uniqueness of invariant measure.

In [52] a result on pathwise stability of �nite dimensional stochastic di�erential
equations with jumps is established, using the existence of an invariant measure for
the projection of the solution on the unit sphere.

There exists a large amount of literature on stability of stochastic delay equations,
of which we mention [1], [2], [3], [57], [64], [65].

Based on the contents of Section 6.6, a paper has been submitted for publication
([11], containing the bounded case), and another paper is being prepared for publi-
cation ([9], including the unbounded case).
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APPENDIX

A

Nuclear and Hilbert-Schmidt operators

The following results are standard and can be found in e.g. [24], Appendix C. The
only di�erence in our presentation is that we allow Hilbert-Schmidt operators to
map into non-separable Hilbert spaces (see Proposition A.1).

See also [30], Section XI.6, for information on Hilbert-Schmidt operators. For an
account of nuclear operators and Hilbert-Schmidt operators mapping one space into
another, see [72].

Let X,Y be Banach spaces. An element T ∈ L(X;Y ) is said to be a nuclear operator
if there exists two sequences (yi) ⊂ Y , (ϕi) ⊂ X∗ such that

∞∑
i=1

||yi|| ||ϕi|| <∞

and T has the representation

Tx =
∞∑
i=1

yiϕi(x), x ∈ X.

The space of all nuclear operators from X into Y , equipped with the norm

||T ||1 = inf

{ ∞∑
i=1

||yi|| ||ϕi|| : Tx =
∞∑
i=1

yiϕi(x)

}
is a Banach space and will be denoted by L1(X;Y ). As usual we let L1(X) denote
L1(X;X).

Let E be another Banach space. If T ∈ L1(X;Y ) and S ∈ L(Y ;E) then TS ∈
L1(X;E) and ||TS||1 ≤ ||T || ||S||1.
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Let (H, 〈·, ·〉, | · |) be a separable Hilbert space and let (ei) be a complete orthonormal
system in H. If T ∈ L1(H) then we de�ne the trace of T , independent of the
orthonormal system (ei) by

tr T =
∞∑
i=1

〈Tei, ei〉.

Furthermore, for T ∈ L1(H) and S ∈ L(H) we have TS, ST ∈ L1(H) and

tr TS = tr ST ≤ ||T ||1||S||.

A self-adjoint, nonnegative operator T ∈ L(H) is nuclear if and only if for a complete
orthonormal system (ei) on H we have

∞∑
i=1

〈Tei, ei〉 <∞.

In this case tr T = ||T ||1.

Let H,K be two Hilbert spaces, of which H is separable with complete orthonormal
system (ei). An operator T ∈ L(H;K) is said to be Hilbert-Schmidt if

∞∑
i=1

|Tei|2 <∞.

Proposition A.1. The de�nition of Hilbert-Schmidt operator and of the number

||T ||LHS :=

( ∞∑
i=1

|Tei|2
)1/2

is independent of the choice of basis (ei).

Proof: Since we can represent any T ∈ L(H;K) as

Tx =
∞∑
i=1

〈ei, x〉ki, x ∈ H

for some sequence (ki) ⊂ K, we see that T is separably valued, i.e. there exists a
closed linear subspace M ⊂ K which is separable and such that T ∈ L(H;M). Now
proceed as in [24], Appendix C.

Remark A.2. In [24], in the de�nition of Hilbert-Schmidt operator K is also assumed
to be separable. Our line of reasoning in the proof of the above proposition shows
that this assumption on K is not necessary.
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Proposition A.3. Suppose T ∈ LHS(H;K), S ∈ L(K;M) and U ∈ L(F ;H) where
F , H, K and M are Hilbert spaces, of which H and F are separable. Then ST ∈
LHS(H;M) and TU ∈ LHS(F ;K), with

||ST ||LHS(H;M) ≤ ||S||L(K;M)||T ||LHS(H;K) and

||TU ||LHS(F ;K) ≤ ||T ||LHS(H;K)||U ||L(F ;H).

Proof: Let (ei) and (fj) be complete orthonormal systems inH and F , respectively.
The �rst statement is trivial:

∞∑
i=1

|STei|2 ≤ ||S||2
∞∑
i=1

|Tei|2.

To prove the second statement, we calculate

||TU ||LHS(F ;K) =
∞∑
j=1

|TUfj |2 =
∞∑
j=1

∞∑
i=1

|Tei〈Ufj , ei〉H |2

=
∞∑
j=1

∞∑
i=1

|Tei|2〈Ufj , ei〉2H =
∞∑
i=1

|Tei|2
∞∑
j=1

〈fj , U∗ei〉2H

=
∞∑
i=1

|Tei|2|U∗ei|2 ≤ ||U∗||2
∞∑
i=1

|Tei|2 = ||U ||2||T ||LHS(H;K).

where the manipulations are allowed by absolute convergence.

Proposition A.4. Suppose S ∈ LHS(K;H) and T ∈ LHS(H;K), with H and K sepa-
rable Hilbert spaces. Then ST ∈ L1(H), TS ∈ L1(K) and tr ST = tr TS.

Proof: Let (ei) be a complete orthonormal system in H and (fj) in K.

tr ST =
∞∑
i=1

〈STei, ei〉 =
∞∑
i=1

∞∑
j=1

〈Tei, fj〉〈Sfj , ei〉

=
∞∑
j=1

∞∑
i=1

〈Tei, fj〉〈Sfj , ei〉 = tr TS,

where the change of order in limit evaluation is allowed since

∞∑
i=1

∞∑
j=1

|〈Tei, fj〉〈Sfj , ei〉| ≤
∞∑
i=1

∞∑
j=1

1
2

(
〈Tei, fj〉2 + 〈Sfj , ei〉2

)
= 1

2

(
||T ||2LHS(H;K)

+ ||S||2LHS(K;H)

)
.
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Let LHS(H;K) denote the space of Hilbert-Schmidt operators from H into K. We
can equip LHS(H;K) with an inner product de�ned by

〈S, T 〉LHS(H;K) =
∞∑
i=1

〈Sei, T ei〉.

Then LHS(H;K) is a Hilbert space. In case both H and K are separable, LHS(H;K)
is separable with complete orthonormal system (fj ⊗ ei), where (fj) is a complete
orthonormal system in K, and where x⊗y denotes the linear operator z 7→ x〈y, z〉 ∈
LHS(H;K) for x ∈ K and y ∈ H.

Remark A.5. Using similar arguments as used above, we can show the following:

(i) If H,K,M are Hilbert spaces of which H and K are separable, and if S ∈
LHS(K;M) and T ∈ LHS(H;K), then ST ∈ L1(H;M) and

||ST ||1 ≤ ||S||LHS ||T ||LHS .

(ii) IfH,K are separable Hilbert spaces and T ∈ LHS(H;K) then T ∗ ∈ LHS(K;H).
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Notation

Symbol Explanation Refer to

δ Skorohod integral Section 5.2.2
ρ(A) resolvent set of A Section 6.1.1
σ(A) spectrum of A Section 6.1.1
ω0(A) growth bound of A Section 6.1.1
Ω probability space [95]
An Yosida approximation of A Section 6.4.2
B(V ) Borel σ-algebra of a topological space V [95]
C(U ;V ) continuous functions mapping U into V [66]
D(A) domain of the linear operator A [76]
dF Fréchet derivative of a mapping F [40]
DX Malliavin derivative of random variable X Section 5.2.2
E Expectation operator corresponding to P [95]
Ep canonical state space for delay equations Section 3.1
[F ]Lip Lipschitz constant of F [96]
F σ-algebra on Ω [95]
(Ft)t≥0 �ltration on Ω [73]
H(K) domain of Malliavin derivative operator of

K-valued random variables Section 5.2.2
L(X) probability law of a random variable X [95]
L(U) bounded linear operators mapping U into U [76]
L(U ;V ) bounded linear operators mapping U into V [76]
L1(U) nuclear operators mapping U into U Appendix A
L+

1 (U) self-adjoint non-negative nuclear operators Appendix A
LHS(U ;H) Hilbert-Schmidt operators mapping U into H Appendix A
L2
M,T (H) space of H-valued processes which are inte-

grable with respect to M ∈M2(U) on [0, T ]
Section 2.2

M2(U) square integrable U -valued martingales Section 2.1
Nm,Q normal distribution with mean m and covari-

ance operator Q
[13], [24], [26]
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NOTATION

Symbol Explanation Refer to

P probability measure on Ω [95]
PT predictable σ-algebra on [0, T ]× Ω [41]
r(A) spectral radius of A Section 6.1.1
RKHS reproducing kernel Hilbert space Section 2.3.3
s(A) spectral bound of A Section 6.1.1
tr T trace of T Appendix A
W 1,p(U ;V ) Sobolev space Section 3.1
〈〈M〉〉 operator angle bracket Section 2.1
L̂ compensated version of a Lévy process L Section 2.1.2
U ↪→ V the continuous injection of U into V
∂u
∂ν derivative in the direction of the outward nor-

mal
[81]

T ∗ adjoint operator of T [76]
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Samenvatting

Stochastische di�erentiaalvergelijkingen met tijdsvertraging vormen de inspiratie
voor dit proefschrift. Voorbeelden van zulke vergelijkingen treden op bij populatie-
modellen, regelsystemen met tijdsvertraging en ruis, lasers, economische modellen,
neurale netwerken, milieuvervuiling en in vele andere modellen. In zulke modellen
zijn we vaak geinteresseerd in de evolutie van een bepaalde grootheid, bijvoorbeeld
de grootte van een populatie, of de hoeveelheid vervuiling op een bepaalde plek,
veranderend in de tijd.

Een di�erentiaalvergelijking met tijdsvertraging, ofwel delay vergelijking, is een dif-
ferentiaalvergelijking waarbij de verandering in de tijd van zo'n grootheid wordt
uitgedrukt als functie van die grootheid op bepaalde tijdstippen in zowel heden als
verleden. Dit in contrast met een gewone di�erentiaalvergelijking, waarbij de veran-
dering in de tijd van een grootheid op een bepaald tijdstip slechts wordt uitgedrukt
als functie van die grootheid op datzelfde tijdstip.

We kunnen voorts ook invloeden van onzekerheid of ruis toevoegen aan zo'n delay
vergelijking. Vaak gebeurt dit door de verandering in de tijd van de grootheid ook
te laten afhangen van een ruisproces zoals bijvoorbeeld een Brownse beweging of
een Poisson proces. De zo verkregen di�erentiaalvergelijking met tijdsvertraging en
onzekerheid wordt ook wel een stochastische di�erentiaalvergelijking met tijdsver-
traging of stochastische delay vergelijking genoemd. Het veranderen in de tijd onder
onzekerheid wordt stochastische evolutie genoemd. Waar we hieronder over di�e-
rentiaalvergelijkingen spreken dient de lezer vooral aan dit soort vergelijkingen te
denken.

Alleen het beschrijven van een model, ofwel, in wiskundige termen, het opstellen van
een stelsel di�erentiaalvergelijkingen, geeft weinig voldoening. We willen uitspraken
kunnen doen over eigenschappen van het model, ofwel het kwalitatieve gedrag van
de oplossingen van het stelsel di�erentiaalvergelijkingen.

Het mooiste zou zijn als we voor een gegeven di�erentiaalvergelijking de expliciete
oplossing kunnen bepalen. Dat is het volledige toekomstige gedrag van de door
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de vergelijking beschreven grootheid, als functie van de tijd en de bronnen van
onzekerheid. Nu is dit bij de di�erentiaalvergelijkingen waarover dit werk gaat bijna
altijd onmogelijk.

In plaats daarvan kan, voor een beter kwalitatief begrip van oplossingen, het pro-
bleem van het bestaan van stationaire toestanden bestudeerd worden. Een stationai-
re toestand is een toestand die, zodra deze zich voordoet, zich zal blijven herhalen.
Denk bijvoorbeeld aan een constante waarde of een periodieke oplossing.

Dit brengt ons op het begrip toestand. Wat voor toestanden kan de oplossing van
een stochastische delay di�erentiaalvergelijking aannemen, ofwel, wat is de toestands-
ruimte van zo'n vergelijking? Omdat bij een delay vergelijking de verandering in
de tijd van de grootheid afhangt van het verleden, moeten we om de toekomst van
de grootheid te kennen ook het verleden kennen. Daarom bestaat de toestand van
de grootheid niet alleen uit zijn huidige waarde, maar ook van die waarden in het
verleden die we nodig hebben voor het beschrijven van de toekomst de grootheid.
Het gevolg hiervan is dat de toestandsruimte een functieruimte is, ofwel een oneindig
dimensionale ruimte. Vanwege dit oneindig dimensionale karakter van delay verge-
lijkingen, hebben ook stochastische delay vergelijkingen een oneindig dimensionale
toestandsruimte. Het wiskundige instrument dat de huidige toestand afbeeldt op
toekomstige toestanden heet een halfgroep.

Er is al een ruime hoeveelheid theorie voorhanden op het gebied van oneindig di-
mensionale stochastische di�erentiaalvergelijkingen. Echter, stochastische delay ver-
gelijkingen vallen door hun speci�eke karakter vaak net buiten de bestaande theorie.
Zo is typisch aan delay vergelijkingen dat oplossingen pas na verloop van tijd glad
zijn (en niet meteen, zoals bij de warmtevergelijking uit de natuurkunde), en dat de
ruis gedegenereerd is: de ruis beinvloedt de stochastische evolutie slechts in bepaalde
richtingen en niet in alle richtingen zoals vaak voorkomt bij stochastische partiële
di�erentiaalvergelijkingen. Dit heeft er mee te maken dat de ruis niet het verleden
van de stochastische evolutie kan beinvloeden.

Dit proefschrift

Na de inleiding (Hoofdstuk 1) beschrijven we eerst wat oneindig dimensionale sto-
chastische di�erentiaalvergelijkingen zijn (Hoofdstuk 2). In het daaropvolgende
hoofdstuk (Hoofdstuk 3) gebruiken we deze theorie voor het precies omschrijven van
stochastische delay vergelijkingen. Als ingrediënt hiervoor wordt de zogenaamde
delay halfgroep gede�nieerd, die oplossingen beschrijft van lineaire delay vergelij-
kingen. In dat hoofdstuk worden ook enkele belangrijke eigenschappen van delay
vergelijkingen omschreven: het op den duur compact zijn van de delay halfgroep,
en het feit dat het inproduct op de toestandsruimte zo gekozen kan worden dat de
delay halfgroep een gegeneraliseerde contractie is.

Dan kan het onderzoek naar het lange termijn gedrag van stochastische delay ver-
gelijkingen beginnen. Hiervoor keren we terug bij het begrip stationaire toestand.
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Voor stochastische di�erentiaalvergelijkingen is een stationaire toestand een kansver-
deling op de ruimte van toestanden die invariant is onder de di�erentiaalvergelijking:
als eenmaal deze kansverdeling is aangenomen hebben alle toekomstige waardes van
de oplossing deze zelfde kansverdeling. Zo'n kansverdeling heet invariante kansver-
deling.

In Hoofdstuk 4 wordt aangetoond dat, met behulp van het op den duur compact
zijn van de delay halfgroep, het bestaan van een invariante kansverdeling kan worden
vastgesteld onder redelijke voorwaarden.

In Hoofdstuk 5 worden met technieken uit de Malliavin calculus voorwaarden gege-
ven waarbij zo'n invariante kansmaat uniek is. Als dit het geval is zal, wegens het
zogenaamde ergodisch principe, het gemiddelde lange termijn gedrag van oplossingen
deze invariante kansverdeling aannemen.

Tenslotte wordt in Hoofdstuk 6 het lange termijn gedrag van lineaire stochastische
di�erentiaalvergelijkingen met multiplicatieve ruis onderzocht. In het bijzonder wor-
den voorwaarden gegeven voor het (padsgewijs) stabiel zijn van oplossingen van deze
vergelijkingen. Eerst gebeurt dit voor het geval waarbij de ruis niet gedegenereerd
is. Daarna bestuderen we het geval toegespitst op stochastische delay vergelijkingen,
waarbij de ruis wel gedegenereerd is.
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